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Abstract

We document a within-month mortality cycle wheretths decline before the first of the month and
then spike after the first. This cycle is presemt & wide array of causes of death and many
demographic groups. In contrast to the previdesdiure on this subject, we demonstrate the dgcle
not simply due to substance abuse. A similar mgnthitle exists for a variety of activities such as
movie attendance, visits to malls and consumerhases, suggesting the mortality cycle may also be
due short-term variation in levels of activity. Vipeovide evidence that the within-month activity
cycle is generated by liquidity. First, the withimanth consumption and mortality cycles are greatest
for demographic groups we a priori would expedbdwe liquidity problems at the end of the month.
Second, amongst seniors, consumption and morfadiak after the arrival of Social Security checks.
Third, the single largest within-month consumptizyctle is for one of the few legal products that
must be purchased with cash — lottery tickets. @8ults suggest a causal pathway where liquidity
problems reduce activity, which in turn reduces taldy. These relationships help explain the pro-
cyclic nature of mortality. The death categoriethvihe largest peak-to-trough over the month age th
same causes of death most tied to the business cycl
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a number of helpful suggestions, as well as seniagicipants at the University of Notre Dame,
University of Indiana — Bloomington, Dartmouth, Meisity of Maryland — College Park, and the
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l. Introduction

The average number of deaths changes over theecolusscalendar month. As has been
documented in medicine (Phillips, Christenfeld &ydin, 1999), there is a drop of nearly 1 percetitén
average mortality in the week prior to the firstlod month and an equally large increase in moytali
the first week of the month. This within-month naditly cycle is particularly pronounced for homicile
suicides and accidents.

Phillips, Christenfeld and Ryan speculate thatwithin-month cycle may be driven in part by
substance abuse. They note that these causeatbfate often associated with substance abuse and
“money for purchasing drugs or alcohol tends t@aelable at the beginning of the month and is
relatively less available (for people with low imges) at the end of the month.” Subsequent work
examining this cycle has focused on the role thatdaglen infusion of cash has on substance ablisk, a
that is often referred to as the ‘full wallets’ logpesis (Rosenheck et al., 2000; Swartz, Hsieh and
Baumohl, 2003; Maynark and Cox, 2000; Riley et2005; Riddell and Riddell, 2005; Dobkin and
Puller, 2007).

In this paper, we demonstrate that the within-mandntality cycle is a more general
phenomenon that extends well past substance aBdtbmugh the peak-to-trough in the within-month
cycle is large in percentage terms for substanaeeabeaths, these represent a small fractionalf tot
deaths and account for a minority of the overatigra. Updating and extending the earlier work of
Phillips Christenfeld and Ryan, we document a wimonth mortality cycle for many causes of death,
including external causes, heart disease, headiattand stroke, but not for other causes suchraser
and leukemia. The pattern is also evidence faugdl groups, both sexes, all races, for all masitdals
groups, for urban and rural residents, and for |geimpall education groups. We also find that thé&grn
is evident for deaths not related to substanceeablibese patterns remain after controlling focsde
days in the calendar that occur at a particulag itma month, such as New Year’s Day and Indepeareden
Day.

The broad-based nature of the within-month mostalitcle leads us to examine whether these

cyclic patterns are present in the levels of ddf¢ractivities. To that end, we obtained dailyadat a
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number of different activities and purchases, iditig going to the mall, visiting retail establishmig
purchasing lottery tickets, going go the moviesl amounts spent on food and non-food retail puehas
These data all show the same pattern, namelyathiaity declines before the start of the month and
rebounds after the first of the month. This seatesiilts is consistent with research on the ‘excess
sensitivity’ of consumption to the arrival of exped income payments, models which typically have
been used to test the life cycle/permanent incoypethesis. According to this hypothesis, predietab
changes in income should have no effect on consamphce the income is actually received. The life-
cycle/permanent income hypothesis has been rejeacedumber of contexts where authors have
demonstrated that consumption rises when predetdidnges in income are realized, such as when
where consumers demonstrate excess sensitivitydimg predictable changes in income (e.g. Wilcox,
1989; Parker, 1999; Souleles, 1999). Our workastrsimilar to that of Stephens (2003), who found a
increase in consumption of time-sensitive purchékegerishable food and eating out at restaurants
among seniors after the receipt of Social Secuatigcks on the third of the month. This within-nfont
consumption cycle has been interpreted by some agample of hyperbolic discounting (Shapiro, 2005;
Mastrobuoni and Weinberg, 2007).

The concordance between the mortality and actoyitfes leads us to conclude that it is activity
that leads to mortality. For some causes of déhith)ink is obvious: one cannot die in a trafiiccident
unless one is in traffic. As activity declines d@hdn increases around the first of the month, gobees
natural for such causes of death to demonstrateattme pattern. The link between activity and other
causes of death is not as obvious but is well-deried in the medical literature. Triggers for heart
attacks include getting out of bed in the mornigtjigtt, 2000), going back to work on Mondays (Witt
et al. 2005; Willich et al. 1994), shoveling sndwgnklin et al, 1996; Heppell et al. 1991), theybus
Christmas season (Phillips et al. 2004), having(btotler et al. 2001), a heavy meal (Lipovetskykt
2004), watching your favorite sports team lose @\t al., 2000; Kirkup and Merrick, 2003), and
physical exertion (Lipovetsky et al. 2004; Albetriaé 2000). Similar triggers have been documefaed
strokes as well. In the same way, our resultsastggirise in activity after the first of the moigh

responsible for the rise in mortality.



We provide suggestive evidence that the rise intatityis linked to changing liquidity over the
month. First, we document that the peak-to-trougimaortality is greatest for those with low levefs o
education, a group that has been found to havgrdsagest liquidity problems. Second, we demorestrat
the peaks in elderly mortality and consumptionjase after the arrival of Social Security paymeaisg
the pattern changes when the timing of these patgadrange. Third, we also link liquidity to
movements in consumption by showing there are smalbvements in activity and consumption over
the month for groups we would expect to have liggsdity issues, namely, those in higher-income
groups and those with more education. Fourth|l¢fi@ goods and activities we examine, the largest
swing in consumption is for lottery tickets: a gdbdt can only be purchased with cash in manystate

This examination of the broader relationship betwleguidity, activity and mortality has
implications for a growing literature on mortalityer the business cycle. A voluminous literatuidnw
contributions from a variety of disciplines hasaidished that health outcomes are much better among
individuals with higher socioeconomic status. dmirast to this work is a more recent strand efditure
documenting that mortality is pro-cyclic. The lwastatistical relationship has been documentethior
United States (Ruhm, 2000) and verified in a nundb@ther countries as well. What has been missing
from this literature is an explanation for the prdicality of mortality that reconciles it with the
protective role of income. The relatively shortleyof a month enables a distinction to be madede
transitory income changes and permanent incomdslev® see whether a possible explanation for the
procyclicality of mortality is that fluctuations income over the business cycle change activitglteand
mortality outcomes, in the final section of the page document that the death categories with the
greatest peak-to-trough within-month mortality e&yate also those death categories most stronglydie
the business cycle. This suggests that risingatityrin a boom is a function of greater activigrngrated

by a robust and healthy economy.



Il. The Within-Month Mortality Cycle

In a 1999 paper in thdew England Journal of Medicine, Phillips, Christenfeld and Ryan use
data on all deaths in the United States betweeB 8@ 1988 to identify a within-month mortality ¢y
Looking at the fourteen days prior to the firstled month and the fourteen days after the fir¢hef
month, the authors find daily deaths decline aditeeof the month approaches and spike to above-
average levels after the first of the month. WMithin-month mortality cycle is particularly pronoced
for homicides, suicides, traffic accidents and p#wernal causes.

With government transfers generally paid at thdarbegg of each month, the authors speculate
that this within-month cycle is primarily due to iweraction of liquidity constraints and when dlob
and drugs are consumed. They identify deaths whiasery or secondary cause of death is relateleo t
use of alcohol or drugs other than tobacco, ardidistriking pattern. All deaths are about oneqer
higher in the first week of the month comparedh®week before. In contrast, substance abusesdeath
are 14 percent higher during the first week ofrttenth compared to the week before.

This pattern matches research into the relationséiween the timing of government transfers
and outcomes related to substance abuse. Verhinger&nd Christenson (1997) explore such patierns
British Columbia and find mortality, hospital adsiians, admissions to drug and alcohol detoxificatio
centers, and emergency medical responses incteasestk after welfare checks are distributed. Using
data for the state of Washington, Maynard and @Q0%Q) demonstrate a higher rate of hospitalizations
for substance abuse among Medicaid and non-Medgegidnts during the first week of the month.
Halpern and Mechem (2001) find a greater within-tharycle in hospital admissions for psychiatric
patients in the United States with a primary diagimof a substance abuse disorder, compared to othe
psychiatric patientsRiddell and Riddell (2006) find an increase in htamischarges against medical
advice among heroin addicts in Vancouver in thekvwedter welfare checks were distributed, while Li e
al. (2007) finds evidence of an increase in puthlimkenness in Vancouver in the week after welfare

checks are distributed. Finally, Foley (2008) §iraddifferent monthly cycle for crimes motivated by

! Exact dates of death are only available on th& 1988 public use Multiple Cause of Death datasfilehich is
why Phillips et al. (1999) restrict their analygisthose years.

5



financial gain, such as burglary, robbery and muétnicle theft. In states where government trassfe
are primarily paid at the start of the month, thersmes increase in the week prior to the firsthef
month and then decline in the week after the fagiattern he attributes to the same lack of ligyid
towards the end of the month.

In the most detailed study to date, Dobkin andd?2007) use administrative records from
California to show a pronounced within-month haalpitdmission cycle among Supplemental Security
Income (SSI) and Social Security Disability Inco(@4) recipients, with the peaks particularly
pronounced for substance abuse admissions. DabkifPuller also demonstrate a large within-month
mortality cycle for in-hospital deaths among SSd &1 recipients, but no in-hospital monthly cycte f
the non-aged not on federal assistance programs.

Phillips, Christenfeld and Ryan (1999) note a semaldlithin-month mortality cycle is evident for
deaths for which substance abuse is not mentiom@doaimary or secondary cause. In none of the
studies cited above, however, are explanations thile the interaction of welfare payments and
substance abuse. In the sections below, we fidte the Phillips, Christenfeld and Ryan analysiag
data from 1973 to 2005. The pattern is still emidand remains of a similar magnitude. Then,gisin
broader set of conditions related to substanceead all mentions of these conditions as a caluse o
death, we demonstrate that a focus on substance aeaths is too narrow. The results below suggest
the within-month mortality cycle extends well pasbstance abuse deaths and encompasses many causes
of death. More importantly, although the peak-tmigh for substance abuse deaths is large, itsrrohe
aggregate within-month cycle is small. In contrathough heart attacks have a much smaller within
month mortality cycle, the broad-based nature isfdisease means the number of deaths in thisargteg

is large.

M. Replicating and Expanding the Basic Findings
a. Pooling Samples from 1973 -2005.
The primary data for this analysis are from thdthle Cause of Death (MCOD) data files from

1973 through 2005. These files contain a uniquercefor each death within the United States. Ra¢a
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compiled by states and reported to the Nationat&dar Health Statistics (NCHS), which dissemigate
the datd. Exact dates of death were reported on publidase files starting in 1973, but with the
redesign of the public use layout in 1989 thisiinfation was removed from public use files and iy on
available on restricted-use versions of the daermission to use these restricted data wasnetai
from the NCHS. Combining the 1973-1988 public files with the 1989-2005 restricted-use data
provides us with information on over 71.5 millioeaths, which we term our Pooled Mortality Sample.

The Pooled Mortality Sample contains detailedrimfation about the decedent, including their
age (in years), race, gender, place of residend@lace of death. Starting in 1989, years of etioicas
also included, which is usually provided by thetr@bkin. In 1989, 21 states reported an educdbomt
least 90 percent of decedents but this number tisé2 states by 1995 and 48 states by Z00Fhe data
files also contain detailed data on the multipleseaof death using various versions of the Int@nat
Classifications for Diseases (ICD) classificatiddpecifically, ICD-8 was used from 1973 to 1978DiG
was used between 1979 and 1998, and ICD-10 hasuseérsince 1999. Assigning broad cause-of-death
categories necessitated matching disease categeress the three versions, a process that isidedcr
in Appendix .

A graph of deaths from all causes for the ent@@3t2005 period is shown in Figure 1, and
represents the basic facts of the within-month afibytcycle. The horizontal axis represents thgsda
relation to the first of the month, with Day 1 beitine first of the month. To provide symmetrylie t
graph, we only report the 14 days prior to the fifgshe month and the first 14 days of the moattgtal
of 336 (12*28) days per year. The height of thepf represents the relative risk of death on the

particular day which is simply total deaths on eipalar day divided by the average deaths per day.

2 The District of Columbia reported education forrmthan 90% of decedents every year except198%ilBet
information about the Multiple Cause of Death ddéss is available at the NCHS web site,
http://www.cdc.gov/nchs/products/elec_prods/sulijeaitmcd.htm

% Available at the NCHS Research Data Center (NCB&Rhttp://www.cdc.gov/nchs/r&d/rdc.htm

* There is a concern about the accuracy of thisiséei Sorlie and Johnson (1996) note than wherhdeatificates
are matched to survey data obtained prior to défaghformer match the latter in about 70% of theesabut on
average, the death certificate data overstatestezpeducation.
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value of 1.1 would represent a 10 percent increaee risk of death on that particular day. Tekative
risk is represented by the hollow circles, while #ertical lines from the circles are 95 percemifickence
intervals®

The basic shape of the graph is similar to th&tiillips, Christenfeld and Ryan (1999)Starting
about twelve days before the first of the monthlyd#eaths decline slowing, and fall to 0.8 perdesiow
average deaths the day before the first of the Imobeaths then increase on the first of the mtmth6
percent above average. The peak-to-trough repeeabout a 1.4 percent difference in daily morgalit
rates. In 2005, there were 2,448,017 deaths ibttieed States, or roughly 6,700 deaths per dde T
current increase in deaths from the day beforditsieof the month to the first day of the month
represents about 94 deaths per month, or aboud tid#ths per year.

This within-month mortality cycle remains once eantrol for a set of covariates in a regression
similar in structure to that in Stephens (2003gt Yar, be counts of deaths for ddyn monthm and year
y. In this case days are organized in relatiomédfirst of the month, so goes from -14 to 14. Months
do not follow the calendar; instead they are aectilbn of 28 days surrounding the first of the nhont
Month 1 contains data from December 18 through to Janlégf the next yeaiMonth 2 from January
18 through to February 14, and so on. Given thigtire for the data, the econometric model we

estimate is of the form:

14 6 M
(1) ln(Ydmy) =a+ z Daydﬁd + ZW%kday(J )dmyyj + Z Saazlal (J )dmy ¢j + /'Im +Vy + gdmy
d =1

=-14 j=1
d#-1

WhereDayy is a dummy variable that equals 1 if it is dbgnd zero otherwis&Veekday(j) is one of six

dummy variables for the different days of the wegdecial(j) is one ofl dummy variables that capture

®>We use the delta method to construct the variaftee risk ratio. The variance of daily deathsatculated as
follows. Let N be the number of people alive at the start oftdand the probability of death that day equal p
Since this is a set of Bernoulli trials, expecteattis (¢ is E[d] = Nyp;, and the variance of deaths is }fdNp,(1-
p) =% A consistent estimate of i d/N; The risk of death on any single day is extrent@ly, such that 1-gis
functionally one. Therefore an estimate of theasace of daily deaths is simply. d

® Using data from 1973-1988 only, we are able tdicafe the basic results in the original Philligristenfeld and
Ryan paper.



special days throughout the year such as New Y&aysand ChristmasThe variableg, andv, capture
synthetic month and year effe?:tsmdgdmy is an idiosyncratic error term. In this equatithre reference
day is day prior to the start of the month (Day -1) and the reference weekday is Saturday. We
anticipate the data exhibits autocorrelation buialise our time series only has 336 observationggaer
the holes in the sample make any standard autdatorecorrection difficult to implement. Thereér
we estimate standard errors allowing for arbitogrelation within the 28 days of the synthetic tioh

In Table 1, we report estimates for the coeffigepresenting the days of the month from two
separate equations. The first model is a regresditme natural log of the fatality counts on the 2
dummy variables for the day of the synthetic mdriH, -13, etc.), and no other covariates. This
estimate is an empirical analog to the graphicas@ntation in Figure 1, and the coefficients show a
steady decline in fatality counts prior to thetfioéthe month and then a sharp increas®ayl.

Fatality counts peak dbay 1 andDay 4, at 1.3 percent higher than Day -1. The coefficients for the
first fourteen days of the month are positive aiatigtically significant at conventional levels.

In the second model we generate estimates fromatss of equation (1), controlling for
synthetic month and year effects, days of the wae#,the special days throughout the year. Thétses
for this equation are also in Table 1. The paramestimates in Models (1) and (2) are similarhwit
deaths on the first fourteen days of the month@pprately 1 percent higher than the day prior t® th

first of the month Day -1). These differences are statistically significafihe main difference between

" We include unique dummies for a long list of ragting special days, including for Januaf{ahd 29, the Friday
through Monday associated with the all federaldwls occurring on Mondays (Presidents’ Day, Mdctither
King Jr Day since 1986, Memorial Day, Labor Dayj@abus Day), Super Bowl Sunday and the Monday
afterwards, Holy Thursday through Easter Sunday,4lj Veteran's Day, the Monday through Sunday of
Thanksgiving, a dummy for all days from the dagafthanksgiving though New Year's Eve, plus sirdgg
dummies for December 24hrough December §1 We also reduce the number of homicides on Seyei,
2001 by 2,902 deaths, which according to a CenteDisease Control report was the number of deattthat date
due to the terrorist attacksttp://www.cdc.gov/mmwr/preview/mmwrhtml/mm51SPaéh In models of fatality
counts for specific demographic groups, such adjests are not possible so we add a dummy variable f
September 11, 2001.

8 We have also estimated all models replacing thetmand year effects with synthetic month -yeae®H, 1y,
The results with this alterative specification weirgually identical to the results from the morargimonious
specification.

° This implicitly assumes there is zero correlatiomays across the months, which may be least ¢dmemonth 2
(January 18 through February 13 and month 3 (February 3hrough March 14) which is the only months in the
sample that have adjacent days.
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the models is that the regression-adjusted coeffids substantially lower dday 1 than the unadjusted
raw number. The regression adjustment reducesoiicient on théday 1 dummy by about 20 percent.
This is because New Year's Day is a high mortalay, with 17 percent more deaths than the daily
average, the New Year's Day effect is eliminatednfthe analysis when we control for the speciakday
The results in Table 1 show a definitive pattetrere mortality declines before the first of the
month and rebounds after the first. To better tstdad the magnitude of these results, we alter the
model in equation (1) and estimate a model sinahose in Stephens (2003). Instead of including
dummies for particular days, we estimate modelh thitee weekly dummy variable$Veek -2 includes
Day -14 to Day -8, Week 1 includesDay 1 to Day 7, andWeek 2 includesDay 8 to Day 14. The reference
group is the week before the first of the momledk -1, includesDay -7 to Day -1), and therefore the
coefficient onWeek 1 gives the percentage difference in daily mortddgyween the first week of the
month and the preceding week.
Results for this model are reported in the top odWable 2. Daily mortality is about 0.9 percent
higher in the first week of the month than in thegeding week, and this result has an asymptotic t-
statistic of about 5. With 5,938 deaths per dagunsample, over an entire year the first weethef
month will generate roughly 4,324= (5,986*0.0086t2¥ more deaths than the last week of the month.
This relatively parsimonious specification carodie used to show that the mortality cycle is
present for the fatality counts of a wide varietylemographic subgroups. The remaining rows of & &bl
contain theeek -2, Week 1 andWeek 2 coefficients for groups divided by sex (male, féaharace
(white, black, other race), marital status (singteyried, widowed, divorced), age (under 18 yeH8gp0
39 years, 40 to 64 years, over 65 years) and mtétnetropolitan county, non-metropolitan county).
The results indicate the breadth of the phenomealbgroups have a coefficient Oeek 1 that is
positive and statistically significant at conventblevels, with deaths at least 0.5 percent highére
first week of the month relative to the previouselke The pattern is most pronounced for the nortevhi
(i.e. black, other race) and working-age (i.e.d.89 years, 40 to 64 years) subpopulations, asasell

those who are single and divorced.
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b. Does the Within-Month Mortality Cycle Extend Pag Substance-Abuse Related Deaths?

As noted above, when it comes to understandingvitién-month mortality cycle, the original
paper and subsequent research have focused arid¢hbat access to cash has on substance abubks,deat
where substance abuse is broadly defined as desdgbsiated with drug or alcohol use. In this secti
we examine whether the within-month cycle exteraist pubstance abuse by identifying deaths that list
a cause of death possibly due to substance abuse.

Causes of death in the MCOD files are defined usiegnternational Classification of Disease
(ICD) codes according to three different versid@®-8 (1973 to 1978), ICD-9 (1979 to 1998) and ICD-
10 (1999 to 2005). Later in the paper, we dematesthat we are able to define broad cause-of-death
categories that span the three versions of thed@i2s. However, the specificity of the codes ueed
identify substance abuse varies a lot across treoves. In this section, we restrict our attentionlata
over the 20-year period when the ICD-9 coding syst&s in place.

Given our primary concern is to look at the motyatiycle for deaths unrelated to substance
abuse, we err on the side of including too manyhseia the substance abuse category rather than too
few. Our definition of substance abuse-relatedidestbroader than Phillips, Christenfeld and Ryan
along two dimensions. First, Phillips et al. uséydhe primary and secondary causes of deathetatify
substance abuse related causes. Each death rectaths up to twenty separate causes of death,
however, and we identify substance abuse deatly aflicauses. Second, a larger set of ICD-9 cales i
used to identify substance abuse.

Phillips et al. use as their definition of a subs&abuse-related death those with a primary or
secondary cause with the following ICD-9 codes: @iiig psychoses), 292 (alcohol psychoses), 303
(drug dependence syndrome), 304 (alcohol depenjle8@®0 and 305.2-305.9 (non-dependent abuse of
drugs except for 305.1, tobacco abuse), 357.5Haltopolyneuropathy), 425.5 (alcoholic
cardiomyopathy), 535.3 (alcoholic gastritis) 573%7.3, (chronic liver disease and cirrhosis with
mention of alcohol), 790.3 (excessive blood alcdbetl), E860 (accidental poisoning by alcohol not
elsewhere classified), 947.3 and E977.3 (alcoheldeterrents), and 980 (toxic effect of alcoholg W

identify substance abuse using these ICD-9 codes@ates from studies on the economic costs of
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substance abuse in the United States (Harwood t&ouand Livermore, 1998), Australia (Collins and
Lapsley, 2002) and Canada (Single et al., 1899).

The effects of adding more condition codes anditapht all mentions of these codes can be
seen in the proportion of deaths we classify astamoe abuse. Phillips et al. classify 1.7 peroétite
deaths from 1973 to 1988 as related to substaneealOver a similar time period we classify 4.4
percent of deaths as due to substance abuse.

Figure 2 contains the relative daily mortality safer deaths related to substance abuse (in Panel
B) and deaths not related to substance abusefiel R Like Phillips et al., there is a large pda-
trough for deaths related to substance abusethEdour days prior to the first of the month, desatre
approximately 2 percent below the daily averagé&reancreasing oDay 1 to 4 percent above the
average daily mortality rate. Panel B containsrédsellts for deaths not related to substance ablisere
is a similar monthly cycle, although the magnitudesnot as large. The trough occurday -1 and the
peak occurs oBay 1, with a more than 1 percent difference betweerntioe Only one of the point
averages for the fourteen days prior to the fifshe month lie above the average, and none oot
estimates for the fourteen days after the firshefmonth lie below the overall average. Thei is

pattern present is not caused by substance abuse.

% These additional ICD-9 codes are: 305.0 (Nondepetnabuse of alcohol); 357.5 (Alcoholic polyneuriby
357.6 Polyneuropathy due to drugs); 425.5 (Alcahctirdiomyopathy); 535.3 (Alcoholic gastritis); 501
(Alcoholic fatty liver); 571.1 (Acute alcoholic hatitis); 571.2 (Alcoholic cirrhosis of liver); 573 (Alcoholic liver
damage, unspecified); 760.7 (Alcohol and drugsddifig fetus or newborn); 779.5 (Drug withdrawaidgome in
newborns); 790.3 (Excessive blood level of alcahatp (Poisoning by analgesics, antipyretics, and
antirheumatics); 967 (Poisoning by sedatives anquhbiics); 968 (Poisoning by CNS muscle tone deprés$, 969
(Poisoning by psychotropic agents); 970 (Poisobyn@NS stimulants); 980 (Toxic effects of ethylaiol); E850-
E858 (Accidental poisoning by drugs, medicamentd, l#iologicals); E860 (Accidental poisoning by dobnot
elsewhere classified); E863 (Accidental poisonig@dricultural and horticultural chemical and phaoceutical
preparations other than plant foods and fertillzge£935.0-E935.2 and E937-E940 (Opiates and othgysdcausing
adverse effects in therapeutic use); E980 (Poigpomynsolid or liquid substances where cause is tendéned);
640, 641, 648.3, 656.5 (Pregnancy complicationstdwadcohol and drugs); 762.0-762.1,764-765 (Neanat
conditions due to alcohol and drugs); 962.1 (Anabstkeroid poisoning); E950.0-E950.5 (Suicide, -geflicted
poisoning by drugs or medicinal substances; E9@&s8ault by drugs and medicinal substances). Metails are
in Appendix II.
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These patterns persist once the pattern is estinugiag the natural log of fatality counts
regressed on weekly dummies and the various certmoitained in equation (1). The first row of a8l
contains the coefficients on the weekly dummiesatbdeaths occurring between 1979 and 1998 where
the reference period Week -1. The results for this limited sample are virtyadlentical to those for the
full sample (in the first row of Table 2).

The results for substance abuse and non-substhose eelated deaths are in the third and fourth
rows of Table 3. Substance abuse deaths are &8npdigher the first week of the month comparced t
the previous week, while for non-substance abuageckdeaths this number is 0.77 percent. Notice
however that there is an average of 257 substdanesealeaths per day, so a 3 percent increase4its 6
more deaths per year in the first week of the maonthpared to the previous week. By comparison,
deaths not related to substance abuse averagefie682y, so there are 3,636 more of these deaths p
year in the first week of the month compared toléiseé Therefore, although substance abuse dasths
more cyclic than other causes, of the excess déatirgg the first week of the year, only 15 percamet

due to substance abuse

C. Disaggregating deaths into detailed causes

The breadth of this phenomenon can also be see rithin-month mortality patterns for
different causes of death, with the creation aééh subgroups based on primary cause of death and
consistently defined across Versions 8, 9 and Xfefnternational Classification of Dised&@here are
four groups based on external causes (motor veaadelents, homicide, suicide, all other external
causes) and four cancer-related groups (lung cabiesast cancer, leukemia, other cancers). The

remaining categories are heart attacks; heartsbseather than heart attack; alcohol-related ciigho

1 Each ICD version has several thousand individodks, but the changes from version to version mealy
large death categories can be consistent throughewample. The exact mapping of deaths into siéseategories
is outlined in Appendix I.
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cirrhosis not related to alcohol; chronic pulmonabgtructive disease (COPD); stroke; and a final
category with all deaths not included in the presifourteen groups.

The monthly patterns for all of these categoriessiwown in Figure Fanel A to Panel D include
the relative daily mortality rates for the four ental cause categories: motor vehicle accidenisidsy
murder and all other external causes, such aseadsidnd drowning. All have a dip before the fifst
the month and a spike on the first. The numbeuafides peaks again on tHe & the month, and the
other three cause-of-death categories peak orf'tHiEhé magnitudes of the peak-to-trough patterng are
percentage points for motor vehicle accidents aade, 13 percentage points for murder and 8
percentage points for other external causes.

The external cause-of death categories are clearigected to the role of substance abuse. More
interesting is that the within-mortality is presé@nta number of the other cause-of-death categofPesel
E shows the pattern for deaths where the primaugecaf death was a heart attack. Heart attack sleath
increase by more than 2 percent from the day béferdirst of the month to the day after the fir€ither
heart disease, shown in Panel F, displays a pdttatris similar although the peak-to-trough isof
slightly smaller magnitude (around 1 percent).irilgr decline in deaths prior to the first of tnth
and increase on the first is observed for COPD€P@h and stroke (Panel H), with average differance
between deaths occurring on the first day of a mand the last day of the previous month of 1.8qar
for COPD and 1 percent for stroke. In all cases réimges of the 95 percent confidence intervalshaut
number of the deaths below the average rate ifatitidew days of the month and above the average in
the first few days of the month. Although thesdqrais are not as stark as those for external cailess
represent evidence of a phenomenon that requires@ general reason than the use of drugs and
alcohol.

The pattern is slightly different for cirrhosis.lcAhol cirrhosis deaths (Panel I) are above the
average daily rate between the fourth and the death of the month, and peak 4 percent above the
average on the ninth day of the month. Non-alcehrdhosis deaths (Panel J) exhibit a similar patter
moving above the average on the fourth of the manththen peak approximately 3 percent above the

average on the eighth day of the month. As shom-thanges in cirrhosis are influenced by changes i
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liver toxicity, the lagged nature of this pattesrconsistent with substance abuse and, more gbneral
more consumption early in the month (Cook and Tanch982).

Finally, Panels K to N contain deaths for differgies of cancers. Breast cancer deaths (Panel
K) and Leukemia (Panel L) exhibit no discerniblétgan over the course of a month. There is a sligt
below the average prior to the first for lung cardeaths (Panel M), but there is an equivalenirdipe
first few days of the month, which differs from theneral pattern. A similar pattern occurs foroth
cancers (Panel N). In general, however, therétls-to-no pattern amongst cancer deaths.

The regression-adjusted pattern for these spawfises of death is investigated using the same
equation (1) model used throughout this sectione Week-of-month coefficients are shown in Table 4.
Focusing on th&Veek 1 dummy, there are statistically significant incieesas mortality during the first
week for all causes of death except three canoeipgr lung cancer, breast cancer, and leukemia. W
find a small within-month cycle for other canceilhe largest within-month cycles are (in order):
suicides, homicides, COPD, alcohol cirrhosis, ottiehosis and motor vehicle accidents. The
percentage of each group’s deaths we define a@eddia substance abuse is also shown in Table 4.
Heart attacks, other heart disease, stroke, CORMam-alcohol cirrhosis all display a within-month
mortality cycle yet, even using a broad codingdabstance abuse, 0.5 percent of less of the dieaths

each of these categories are potentially relatstdibstance abuse.

C. Results for Motor Vehicle Fatalities

One of the largest peak-to-troughs in the withiorth mortality cycle is for mortality caused by
traffic accidents. In this section, the Nationajtiway Traffic Safety Administration’s Fatality Alyais
Reporting System (FARS) is used to look at thiglieategory in detail. These data indicate alcohol
involvement in fatal accidents, so we can explbeevariation in alcohol involvement throughout treey
to further consider the importance of this cofa@tocreating the within-month mortality cycle. FARs
in many respects superior to the MCOD data becihuseords the date when an event that leads tihdea

occurred, which is exactly what we want.
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FARS is a census of deaths associated with motocleecrashes. Local law enforcement
agencies are required by federal law to providaitset data about each motor vehicle accident where
death occurs within 30 days of the accident. Agcidnvestigators are required to record the blood
alcohol concentrations of the involved drivers, gsdans and cyclists. This is not done in marsesa
but for most observations, law enforcement offidygprovide an estimate as to whether the driverew
drinking. Combining these two indicators, we canagate estimates of the fraction of accidents
producing a fatality that have alcohol involvemeBetween 1982 and 2006, the FARS indicate th& 44.
percent of fatal motor vehicle accidents have @edripedestrian or bicyclist involved in the acciteho
had been drinkind® Figure 4 shows that the fraction of fatal acctdemith alcohol involvement varies
markedly depending on the time of the day. Theerion of accidents with alcohol involvement peaks
at 82 percent at 2:00am, declines monotonicallyltpercent at 9:00am, and then the fraction ineeas
monotonically throughout the rest of the d&yf the within-month mortality cycle is driven pmarily by
changes in substance abuse and alcohol consungptibe end of the month, we should see stark
differences in the within month mortality cycle faccidents that occur at different points in the. da

Figure 5 shows the within-month mortality cycleslBv5 to 2006 FARS data, for all traffic
accidents (in Panel A) and at different times ef dlay: morning (6:00am — 9:59am) in Panel B; midday
(20:00am — 3:59pm) in Panel C; evening (4:00pm49pm) in Panel D; night (8:00pm —11:59) in Panel
E; and overnight (12:00am — 5:59am) in Panel Fis Tast panel displays a within-monthly patternt ika
heavily influenced by the high number of motor wihideaths on January/, 50 in Panel G we re-do the
graph for overnight motor vehicle fatalities exéhglthe 28 days around Januafy 1In both graphs the
deaths prior to the first of the month are 4 perbefow the average, however the peak on the first

decreases from 25 percent to 6 percent above #rager after this adjustment.

12 FARS documentation cautions users about the guaflithe data in the early years and most officiglorts about
alcohol involvement from the National Highway TiafSafety Administration use data from 1982. Foreno
information about FARS, sdwgtp://www.nhtsa.dot.gov/people/ncsa/fars.htFARS data is available for download
atftp://ftp.nhtsa.dot.gov/fars/

13 The use of illicit drugs is not measured in FARSadand the prevalence of “drug driving” is nottjsastarly well
understood, however officer judgments as to drirgrairment may partly take into account the effedtslicit
drug use.
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The percentage of accidents with alcohol involveinnehigh at night (66.6 percent) and
overnight (73.1 percent), close to the averagberewvening (42.7 percent), and much lower in the
morning (15.7 percent) and midday periods (18.@qm). Yet fatalities in all periods decline leaglump
to the first of the month and are above-averagelsemmediately after the first. The week-of-month
regression-adjusted patterns for total motor vetfatalities and for the five different periodstie day
are reported in Table 5. All periods show a withianth cycle, with positive and statistically siicant
Week 1 coefficients. Interestingly, the peak deaths mfilst week compared to the week prior to thet star
of the month is during the midday hours (10:00a#nG0pm), even though less than 20 percent of fatal
accidents had alcohol involvement at that timeéhefday. These results suggest that not all ofthege

in mortality is being driven by changes in alcobsé and abuse but rather, a more general phenomenon

V. Linking Mortality to Activity

In Figure 3 and Table 4, we demonstrate a withimifmenortality cycle for a number of causes
of death. As we note in Figure 2, and elsewhetherprevious section, in contrast to previous
suggestions, the cycle cannot be explained fulth whanges in substance abuse. Therefore, a more
general explanation for the broad-based naturkeoiithin-month mortality cycle is called for.

The specific causes of deaths that demonstratadise cyclicality within the month help suggest
a particular etiology. In particular, we suggesthis section that activity spurs on mortality foany
causes of death and therefore, a drop in actiatgre the first of the month and the rise in atfiafter
the first can explain the basic pattern of theltesu

For some causes of death, the link between actwitymortality is obvious. One cannot die in a
traffic accident unless one is in traffic and oaemot die from a murder unless one comes into cbnta
with other people. To illustrate this point, inbl@ 6, we report the coefficients on days of thekve
dummy variables and some of the special day dumamahles for the cause-specific regressions
originally reported in Table 4. There is amazionggistency in the results across the first thregide
categories. For traffic accidents, murders androgixternal causes, deaths spike on Saturdays and

Sundays when more discretionary activity is invdlvd.ikewise, across these three death categories,
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deaths spike on holidays associated with actividgaths from all three causes are higher on New'¥ea
Eve and day, Holy Thursday and Good Friday, Men@ay, July &', Labor Day, plus Christmas Eve
and day. This distinct exception to this patterfor suicides which peak on Mondays and fall
considerably on most holidays except New Year's.Day

For other causes of death, extensive empiricaleesmid suggests that in an increase in activity
temporarily raises mortality rates. No where is thore evidence than in the voluminous literature
the causes for the onset of heart attacks. Althdlgre is extensive evidence that exercise arative
lifestyle reduce the overall chance of a hearchttand death by heart disease, nearly all activteeem to
increase the chance of a heart attack at thacpktimoment. Mittleman et al. (1993) estimateat th
within an hour of strenuous physical exertion, risative risk of a heart attack is almost 6 timeghbr
than for people engaged in less strenuous or ivtgctThey also found that the risk declines paople
who have engaged in more frequent exercise indbke pAlbert et al. (2000) found in a study of ove
21,000 patients without a history of heart disg¢haé during and up to 30 minutes after physicattgxe,
the relative risk of sudden cardiac death risea factor of 17. Moller et al. (2001) found thatang a
sample of patients with a history of heart troulihe, relative risk of a heart attack one hour afexual
activity rose by a factor of 2.5 for physically iaetpeople and by a factor of 4.4 for those with a
sedentary lifestyle. Lipovetsky et al. (2004) fdunquadrupling of the relative risk of a hearaéitin
the first hour after a heavy meal. Phillips et{2004) found that both cardiac and non-cardiaeaties
are about 5 percent higher than normal over thést@as to New Years period compared to what one
would expect for deaths during that time of yegwedod of heavy travel and entertainment. In tame
analysis, Witte et al. (2005) conclude that thédence of sudden cardiac deaths are markedly higyher
Mondays. The results are similar for both sexesfanthose above and below age 65. Willich et al.
(1994) conclude that the Monday effect for heaedakis only exists for workers. Franklin et al. 469
and Heppell et al. document increased mortalityreghoveling snow. Witte et al. (2000) found an
increase in heart attacks in after the Dutch som@an was eliminated by France in the 1996 World Cu
while Berthier and Boulay (2003) found a declinariartality among French men after the same event.

Kirkup and Merrick (2003) found that mortality ofahes increased in the days after local soccer teams

18



lost but they found no mortality effect for wome@arroll et al. (2003) found higher hospital adnass
from a variety of causes the days after EnglantdttoArgentina in the 1998 World Cup but there \was
change in admissions after other games.

Given the structure of the MCOD data, we are unadirectly link increased activity to
mortality. However, we can demonstrate that mamsuamer purchases and activities show the same
within-month cycle as mortality. In the next twections, we use a variety of data sets to document
within month consumption and purchasing cycle, Wwhie use as a proxy for activity.

The results to follow are consistent with previtests of the life cycle/permanent income
(LC/PI) hypothesis (Hall, 1978). According to th€&/P| hypotheses, predictable changes in income
should have no effect on consumption once the iecemactually received. Numerous tests of the
hypothesis using predictable changes in income dstrate ‘excess sensitivity’. Wilcox (1989)
demonstrates changes in aggregate consumption pveeiously announced increases in Social Security
payments went into effect. Similarly, Parker (1p@8ed data from the Consumer Expenditure Survey
(CEX) to demonstrate that during the calendar ye@arsumption increased after individual taxpayer’s
incomes reached the maximum taxable amount. Uksgame data, Souleles (1999) demonstrates an
increase in consumption after the receipt of témates. Not all results suggest there is excesstséy
to predictable changes in income. Hsieh (2003hdioao changes in consumption among Alaskan
families when they received annual checks fromAtaska Permanent Fund, an annual check paid to
residents in March that is funded by oil royaltytitie state. In contrast, Hsieh found an increase i
consumption following receipt of tax refund checisiounts typically smaller than those distributgd b
the Alaskan Permanent Fund, suggesting that consuane more likely to smooth consumption to large
predictable changes in income.

Our work is most similar to that of Stephens (2008p found an increase in consumption of
time-sensitive purchases like perishable food atithg out at restaurants among seniors after tepe
of Social Security checks on the third of the mon@ither papers have documented a similar drop in
consumption before and then a hike in consumptitan the receipt of scheduled income payments.

Using data for the UK, Stephens (2006) found areim®e in consumption after the receipt of pay check
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Among Food Stamp recipients, Shapiro (2005) fouddoa in daily caloric consumption of 10-15
percent over the food stamp month, a result hedaues consistent with hyperbolic discounting.
Likewise, among seniors, Mastrobuoni and Weinb2697) found a drop in food consumption over the
month after the receipt of Social Security paymeitswever, the results were not uniform across all
groups. Families with higher non-Social Securnityome smoothed consumption over the month while
those with a higher fraction of income coming fr@wcial Security showed pronounced decline in

consumption as the distance from the receipt oéfitsrincreased.

b. The Consumer Expenditure Survey

Following much of the previous work in this aree initially examine the within-month
consumption and purchase cycle using data fronbthgy Survey component of the Consumer
Expenditure Survey (CEX). The CEX is producedhsy Bureau of Labor Statistics and it contains two
major surveys. The first is the quarterly IntewiSurvey designed to capture purchases of more
expensive and/or less frequently purchased iteffise Diary Survey records purchases of less expensi
and more frequently purchased items such as fadppal care items, and gasoline. The sampled unit
for the Diary survey is a consumer unit which loaisehold containing related family members.
Consumer units (CU) provide detailed informatioow@purchases over two-consecutive 7-day periods
and CU'’s begin their two-week survey cycle at vasipoints in the month. At the end of the 14-day
period, the survey collects detailed demographia tam each member of the CU.

The CEX data files are aggregated into quarteldg fivith all people who start their two week
survey within the quarter in the file. We use dadan people who began their two-week diaries from
1996 through 2004. We use data from three dasa Jéte first is the Consumer Unit Characterisdicd
Income file which is data about the household amasbhold head. The second is the member
characteristics income file which has individuasetvations for each CU member. The third is caled
Detailed Expenditure File that that has as a uribgervation an individual purchase by a household
member on a particular day. The data identifiesd#ite and amount of the expenditure and records a

Universal Classification Code (UCC) that categaiak expenditures by detailed product type
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characteristics. We aggregate purchases ofrallyfanembers to the daily level. Overall, we halada
from 57,972 CUs and roughly 715,000 daily obseovetior about 12 daily observations per CU.

We generate three aggregate product categories firshis all food purchases, both those for
home and away from home. The second is calledomehitems and includes goods and services that are
purchased frequently. This group includes purchasealcohol, cigarettes, apparel, gasoline,
entertainment, personal products, personal sergicd®ver-the-counter drugs. The third is the sfim
food and non-food items. We aggregate data intsynthetic month categories (Decembef #8ough
January 1% is month 1, etc) and divide all expenditures by ionthly Consumer Price Index (CPI) for
all goods**

In Table 7, we report regression estimates wherexaenine the determinants of daily household
purchases for all the CUs in our sample. The ouecof interest is total daily spending for foodnno
food and the combined. Dollar figures are in (&382-1984 dollars. The key explanatory variabtes a
three dummy variables, representing days -14 tdags 1-7 and days 8-14 within the synthetic month,
with the week prior to the first of the month sewyias the reference category. The other covariates
include complete sets of dummies for the houselngldge, sex, race, marital status and educatige.
also add descriptive information about the housthmadluding a complete set of controls for the oagof
the country, size of the urban area, family siz# mported incom&. We also add dummy variables for
the day of the week, plus synthetic month and géfacts and we allow for arbitrary correlatioreimmors
within each CU.

The results in the three columns of Table 7 repstlts for food, other items and all items
(food+other items), respectively. All three pursba@ategories show similar results with purchases p
to the first being lower than purchases after itst. f Food purchases during the first week ofrttmath

are 13 cents higher than the preceding week, amiaintioat is 1.8 percent of the sample mean. Nahfoo

4 For synthetic month 1, we use the January CPkyathetic month 2 (January"érough February 13 we use
the February CPI, etc.

! Income is reported in 9 groups. However, rougiyercent of the sample does not respond to tevia
guestion so we added a separate dummy for incomeported.
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items shows a statistically significant increas@ eents a month but among all items, consumpf@8i
cents higher in the forst week of the month comgppamethe previous week, an amount that is roughly 1
percent of the sample mean.

The magnitudes of these results are not largehleytdre very similar to the size of the peak to
trough in the within-month mortality cycle. In $en V, we will generate results by various popigiat

subgroups and demonstrate tremendous heterogéméity within-month consumption cycle.

C. Evidence from other consumer products and actities

In this section, we extend the results on a withonth consumption cycle past the CEX and
consider data for some specific products and aets/i The data for this section is aggregate gerees
data similar to the MCOD data earlier and the meded similar to those estimated for equation (1).

The first product we consider is the purchase téitg tickets. Most states that run lotteries have
one or several “daily number” games where contéstan $1, pick a three or four digit number and if
their number is selected, they win $500 or $5088pectively. We focus on these daily games to give
high frequency outcomes. We were able to obtatia da daily tickets purchased for pick 3 and pick 4
games in two states: Maryland and Ohio. Lotteket purchases are an interesting product line to
consider because many credit cars issuers prahéjturchase of tickets by credit cards. In soraes,
including Maryland, retailers are prohibited frontapting credits card payments for lottery ticket
purchase&® Therefore, for most lottery transactions, consismeust use cash. If liquidity is an issue for
consumers near the first of the month, then thieimitnonth cycle for lottery tickets should be
particularly large.

Maryland has a twice daily Pick 3 and Pick 4 gareor to May 23, 2004, there was no midday
Pick 3 and 4 on Sundays. Starting on that dagestidite went to twice daily games on Sunday. We

obtained daily ticket sales for the Pick 3 and Ridames in Maryland from January 1, 2003 throgh t

18 http://lwww.mdlottery.com/resources/retailersremtt
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end of 2006. Ohio has a twice daily Pick 3 ankRBigame but there are no drawings on Sunday. We
have data on tickets sales for these daily ganoes June 20, 2005 through June 16, 2007.

For both the Maryland and Ohio lotteries, we estémodels identical to those reported in Table
4 where the outcome of interest is the naturabliogaily ticket sales, we control for artificial mih and
year effects plus day of the week effects, and digsfior the list of special days contained in fadéen?.
Because the Maryland lottery added a second ggtroés on SundayMay 23 of 2004, we include a
dummy for Sundays after that date. We also allewafbitrary correlation in the errors for eachifiaral
month times year cell.

The results from these two models are reporteldarfitst two rows of Table 8. The data for
lotteries shows a pronounced within-month purcltgste with ticket purchases being about 8 percent
higher in the first 7 days of the month comparethtoprevious week. Both of these results are
statistically significant.

From a nationwide consulting firm for the retadde sectot’ we obtained data on average daily
foot traffic through malls (from 1/1/2000 throug®/22/2007), all retail establishments (from 1/4/200
through 12/22/2007) and apparel establishmenté2004 through 12/22/2007). The data is collected
from a large daily survey of retail establishmearis malls®® The outcome of interest is the natural log
of foot traffic through the establishments. Thg Héference between these models and ones estimate
previously is that we delete Christmas day fromahalysis since traffic on that day is substartiall
smaller than the rest of the year. The resultshfese models are reported in the middle of TablE@
malls, all retail outlets and apparel stores, warede that foot traffic is 3.8, 5.7 and 5.8 petdeigher
during the first 7 days of the month compared ®gtevious week. These data show a pronounced
within month activity cycle.

We obtained data on daily box office receipts Far top10 grossing movies within a one-week

period (Friday through Thursday) fronww.boxofficemojo.confor January 1, 1998 through June 7,

" As per our user agreement, we cannot identifyteucers of the data.

181n a conversation with an executive at the comphayproduces these numbers, they indicated heatiumbers
are not adjusted to account for any end of the meffect.

23



2007. With this data, we use the natural log efliby office receipts as the outcome of interelse T

covariates in the model are identical to the orseslun the previous model with one exception. Beeau

new movies are usually released on Fridays, antbfh&0 movies can change dramatically from one

week to the next, we define a week as a FridayTtbuasday period and add a dummy variable for each

unique week in the data. The results for movies@ported in the sixth row of Table 8 and in ttase,

we see that the first week of the month generapé&rcent more in revenues than the previous Week.
We obtained data on daily attendance at major kebgseball games from the 1973 -1998, 2000-

2004 seasofASfrom http://www.retrosheet.org/schedule/index.htrithe unit of observation is a game at

a particular stadium and the dependent variabtisttendance. We control for standard covariates
including dummies for opening and closing day, ey for whether it was after labor day or before
memorial day, indicators for double headers, durarfoe whether it was a day or night game interacted
with the day of the week, plus dummies for the tgainin a yeaf® The results from this exercise show
no within month cycle in baseball attendance.

We also had daily ridership on the DC Metro subivagn January 1, 1997 through September
19, 2007. In these models, again the outcometerfast is log ridership and the extra controls are
dummies for Redskin home games, days the ChergsBha festival is in effect and 5 dummies for
exceptionally large crowds on the mall such asMiiion Man march, etc. The results for this model

which are presented in the last row of the talliewsno within month mortality cycle.

V. Is Liquidity Responsible for these Within-Month Cycles?

19 The difference between unadjusted (i.e., raw dad)regression adjusted results is largest ferahicome. The
single biggest movie going week of the year is &hras Eve through New Year’'s Eve. Over this perograge
daily gross of the top 10 movies is more than twitat it is the rest of the year. Therefore, & pfaaverage daily
gross by days in relation to the first of the moaghin Figure 1 would show a tremendous spiketendaince before
the first of the month. However, controlling fiwetspecial days throughout the year eliminate€tivesstmas effect
on movies.

% There was no attendance data for the 1999 seastire aveb site.
L For example, there were separate dummies for wahof a Red Sox/Yankees game at Fenway.
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In the previous two sections, we've demonstratatlithaggregate, the within-month mortality
and consumption cycles show similar patterns. \Wenovided suggestive evidence that this may be due
to liquidity in that the one good that must be ased with cash, lottery tickets, shows the largeak
to trough. In this portion of the paper, we witkenine in further detail whether liquidity probleristhe
end of the month that are resolved by the recdiptgaycheck or the payment of bills at the firgt the
cause for the decline.

The first of the month is a focal point of econoractivities for many households. According to
the 1996-2004 CEX samples used above, about 1@mestrespondents who report having a pay check
are paid monthly and we suspect a large fractidhege people are paid on or near the first ofrtbeth.
During much of the period of the analysis in theper, most federal transfer programs distributextks
on or near the first of the month. As we note Wedmd as outlined in Stephens, for Social Security
recipients who claimed benefits prior to April &7, received checks on the third of each month.
Supplemental Security Income payments have alwega baid on the first of the month. In our survey
of state Temporary Assistance for Needy Family @ot, the vast majority of states distribute checks
during the first week of the month.

Likewise, many families have periodic bills tha¢ @ue on one near the first of the month. In our
CEX samples, fully 50 percent of all households whi a mortgage or rent payment sometime in their
14-day survey period did so on the day before thef the month or during the first week of the mgnth
with 14 percent of the sample paying on tflefithe month. Since most rent and mortgage patsnen
must be paid by check or cash, uncertainty aboethdn there will be enough in the bank at the sfiart
the month may force some to ratchet down spenditibafter the bills are paid at the start month.

In this section, we provide some suggestive ewidehat liquidity issues play a role in the
within-month consumption and mortality cycles. Sfieally, we demonstrate that those groups we
would expect to have greater liquidity issues attthrn of the month are precisely those groups thigh

greatest peak to trough in the within-month congionpand mortality cycles.

a. Heterogeneity in the Within-Month Consumption Cycle
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The within-month purchase cycle that we documettt thie CEX in Table 7 varies tremendously
based on observed characteristics of the refeqgers®n and the CU. In each case, we find eviddrate
the within-month consumption cycle is greatesttifimse we would expect to be more likely to face
liquidity issues at the end of the month. In Talleve report three sets of estimates from the G&bd
where the samples are split into three groups basetharacteristics of the household or the houd&ho
reference person: In the first row of results,brmeak the samples based on the education levkeof t
reference person within the CUs. The three gramegor reference people with less than a highacho
education, a high school education and/or somege]land those with a college degree or more.

Among those households with a lower educatederéer person, food expenditures drop
considerably before the first of the month but food items do not show as dramatic of a within-rhont
cycle. The coefficient on days 1-7 for food iteima statistically significant 47 cents which ipécent
of the sample mean. Among CUs with high schootatkd reference person, the CEX data
demonstrates statistically significant within-moptirchase cycles for all three expenditure categori
In the all items category, the coefficient on tlag<l1-7 dummy is about 4 percent of the sample rogan
$12.48 in daily spending. Finally, in CUs with tim@st educated reference member, we find no evidenc
of a within month consumption cycle for food, soevidence of a cycle for non food items although the
estimates are statistically insignificant. In thighest education group, in the all items modeks, w
estimate a statistically insignificant coefficieait13.5 cents in Week 1 which is less than 1 pdrotthe
sample mean in daily purchases.

In the next group of results, we generate estignamiethree mutually exclusive groups based on
their receipt of income from the federal governmentthe first block of estimates, we restrict fzample
to those households that have any federal or stetene assistance other than Social Security. bliie
of these families will be receiving income on eitfiemporary Assistance for Needy families (TANF) or
Supplemental Security Income (SSI) program. S$i@ats are on the first of the month and our email
survey of 39 state TANF offices indicates that nstates pay TANF payments in the first week of the
year. In this subsample, there is a substantihinvimonth purchasing cycle. We find that for food

consumption is $1.36 higher during the first weéthe month compared to the previous week, an
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amount that is 21 percent of the sample mean. ildetfiat non-food consumption is higher in thetfirs
week as week but this result is not statisticatiyigicant. For all items, we estimate a statisiic
significant increase in purchases of $1.79 in st Week of the month compared to the previouskwee
an amount that is 16 percent of the sample mean.

In the next block of results, we restrict the saartplthose households with Social Security
income but no other income from federal progranthsas SSI or TANF. This is similar to the sample
used in Stephens (2003). Stephens exploits thefacSocial Security checks are distributed @n th
third of the month to examine whether there is sga@nsitivity in purchases. If the LC/PI hypodses
are correct, the expected receipt of Social Secaniecks should not alter spending so the demadiwstra
of a within-month purchase cycle would falsify gredictions of these models. Stephens used data th
1986-1996 period. Our sample is more recent thahused in Stephens. More importantly, the timing
of Social Security payments has changed in thegexstde. For those who claimed Social Security pri
to May 1997, payments are still made on the thinthe month. For those claiming May 1997 and after
payments are made on the first, second or thirdn&sahy of the month, depending on whether the birth
date is on the®ithrough 18, 11" through 19 or 20" through 31, respectively’? Therefore, our sample
is a mix of people being paid under both systems.

As the results in Table 9 indicate, for househalith any Social Security income, food
purchases, non-food purchases and all items hatistigtally significantly higher purchases on days
of the month than in the week prior to the fir$he coefficients for days 1-7 in these three caiegare
0.348, 0.254 and 0.585, respectively, which represlout 5.6 percent of mean daily consumption in
each category.

In the final column of results, we restrict attentto a sample of households that has neither
Social Security income nor income from other fetleratate transfer programs. This set of estimate

provides no evidence of a within-month mortalitgley

22 hitp://www.socialsecurity.gov/pubs/calendar.htm.
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In the next group of results, we construct subsasipased on the income of the households. We
use three groups in total, those with incomestles $30,000, households with incomes of $30,0@0 an
more, and households that do not report incomeceShe average education of the reference penson i
households not reporting income is closer to thecation of the reference person in the lower income
group, it is no surprise that these two groupsesiilts are similar. Among low income households, w
find a statistically significant coefficient on tl@ys 1-7 dummy for all three spending categorlaeghe
all items model, the coefficient of 40 cents is atbd percent of the sample mean. Among highemmeco
families, we actually find a negative and stataticsignificant coefficient on the days 1-7 dummy
variable monthly. For this higher income grougerthis little if any within-month consumption cydte
non-food items and all items categories.

The results from the CEX provide clear evidenca wfithin-month consumption cycle that is
consistent with the mortality results presentedvabdl' he evidence also points towards liquidityitg
the purchase cycle in that low income and lowercathd groups demonstrate a within-month purchase
cycle yet higher income and more educated houssleadadibit no such tendencies. Finally, the cycle
appears to be tied heavily to payments from fedesiakfer programs in that the cycle is only presen
households with ties to these programs. The iesudly also be consistent with a hyperbolic disdognt

as suggested by Shapiro (2005) and MastrobuonWaidberg (2007).

b. Mortality Results by Education Levels

While the Multiple Cause of Death data have nodalineeasure of income and wealth, decedent’s
highest level of educational attainment has beeorded since 1989. Educational attainment is gtyon
and positively correlated with households’ wealtld éinancial savings (Juster, Smith and Stafford,
1999). The Consumer Expenditure Survey, a daiasgtich education, income and purchase activity is
recorded, shows both low levels of income and lducational attainment are associated with the &rge
peak-to-trough in spending over the course of tbatim In this section we see if similar patterres a

observed for the relationship between educatiat@inanent and within-month mortality cycle.
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As discussed in the overview of the mortality detdcation information is generally provided
by the next of kin and is accurate approximatelyp&fent of the time, with educational attainmesihg
overstated on average (Sorlie and Johnson, 199@)group decedents are group into three categories:
those whose highest education is less than highosclompletion, those whose highest educationgh hi
school completion, and those who completed coltedégher”

The relative mortality risks for these three groaps shown in Figure 6. Panel A shows the
within-month mortality cycle for decedents withsdkan high school education. The average fatality
counts for all fourteen days leading up to the fifshe month are below the daily average, andde
percent and 0.6 percent below average on the ty® mor to the first. On the first of the montounts
increase to 0.5 percent above the average befakengeat 0.8 percent above the average prior on the
fifth. The within-month mortality pattern for higgthool completers (in Panel B) is broadly simileith
a reduction in mortality prior to the first of theonth on the order of 0.5 percent increasing tertent
above the average on the first of the month. Thpecent confidence intervals in Panels A anddsh
these differences are statistically different framerage daily mortality, except for the confidemterval
around high school completeiDay 2 relative mortality risk.

The daily relative mortality risk for the collegekecated is shown in Panel C of Figur& 6There
is not the same within-month cycle evident in thigeo two groups. Point estimates no longer
consistently lie below the average prior to thstfaf the month (seven of fourteen do) and aboge th
average after the first (eight of fourteen do).efehis an increase frobay -1 to Day 1, but it is not large

and both confidence intervals include the averagly chortality risk.

% Between 1989 and 2002, the number of years ofddictiprather than education outcomes are reconal ki
MCOD file. Decedents were classed as having ks & high school education is they reported thrdewer
years of high school; having a high school educafithey completed four years of high school wér than four
years of college; and having completed colleghéf/thad four or more years of college education.

24 An adjustment is made here for the Septemberrtdrist attacks as there are nearly four times asyncollege-
educated decedents (2,643) as on the previouss82y &nd the change that is large enough to distsranalysis.
We remove this difference from tikay 11 aggregate count. This event does not affect therdtvo education
groups to the same degree so they are not adj(istgdschool completers have 26% higher mortalitySeptember
11, 2001 compared to the previous day, while nangieters fatality counts appear largely unaffected)
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The results from regressions with week-of-month dhies for these three education-based
groups are show in Table 18Veek 2 is again the reference week. Once special dayster controls
are introduced in a regression framework, a withimath cycle is present for all three education gsou
The largest change froveek -1 to Week 1 is for those who did not complete high school {iefcent),
followed by high school completers (0.93 percent those with a college education (0.45 percefie
Week 2 coefficients display the same pattern, with ithgigfor high school non-completers (0.93 percent)
than high school completers (0.72 percent) aneégeleducated decedents (0.23 percent). Apart from
the Week 2 coefficient for in the college-educatsgtession, all of these coefficients are statfitic
significant at conventional levels; none of ieek -2 coefficients are statistically different from Wekk
The differences in the mortality patterns by diferlevels of education attained are consistertt wit

variations in liquidity over the month affectingethelative mortality risks different groups face.

C. Social Security Payments and the Elderly

As we noted above, Stephens (2003) documente&dwdl Security recipients do not smooth
their consumption over the month, but instead speore in the first few days after the receipt @ith
checks compared to the days prior to its arrialir results from Table 9 replicate the basic reduttm
Stephens with similar but slightly different protieategories. Since payment receipt has been stown
increase activity as proxied by consumer expeneltuf mortality and activity are related then ratity
should follow the same pattern. In this sectiwa exploit the timing of Social Security paymentsi a
the pervasiveness of seniors’ reliance on themaw @ link between liquidity and mortality.

Before looking at the role of Social Security paytseit is worth looking at what the mortality
cycle looks like for seniors. Recall from Tabléhat for the elderly we found a statistically sigrant
increase in mortality during the first week of thenth. However, this peak to trough was the lovast
any age group. The existence of a mortality cgoh®ngst seniors makes it meaningful to consider the
timing of their income payments, and indeed ascagthey likely contribute more to the aggregate

patterns than non-seniors.

30



Prior to May 1997, all Social Security beneficiarieceived their checks on the 3rd of each
month or, when the 3rd fell on a weekend, the Frpigor to the 3rd® This creates a schedule of Social
Security payments that varies slightly with respgedhe days of the calendar month, which can lee us
to see if mortality varies in line with the timirdg payments.

As checks not paid on the 3rd are always paid atai/s, day-of-the-week effects may obscure
any pattern in raw counts. Therefore, to isolageitmpact of when checks are received from other
factors, we estimate a model similar to that spetiby equation (1). However, we eliminate the dym
variables that identify days in relation to thetstd the month and instead, replace them withres®f
dummies that identify days in relation to theirymity to the Social Security payment day. For
example, when payment is on the third of the mathih 1st of the month is assigrieayday -2, the 2nd
is Payday -1, the 3" is Payday 1, and so on. When payment occurred on the 2nideofrionth, all of the
Payday variables shift one day earlier. Pagday coefficients therefore show the pattern in reflative
day of Social Security payment, controlling for rttoand year effects, the special days plus dalef t
week effects. The reference day is the day befm@ayment datd>ayday -1).

The OLS results for a sample of deaths aged 6®kied between 1973 and 1996 are shown in
Table 11, and provides suggestive evidence thadrsemortality is influenced by the arrival of Sak
Security payments. Mortality is 0.6 percent higheithe day that Social Security is paid compaoeitie
previous day, before peaking the following day .8tfercent above the Payday -1 reference dayalFor
fourteen days after payment, mortality remainstp@sand statistically different from the day pritor
Social Security payments arriving. A “first of theonth” effect still seems to remain as evidencgd b
reduction in mortality of 0.55 percent percent ¢hdays prior to Social Security payments, whictmisst
commonly the last day of the previous month. Witbrtgage, rent and credit card payments often
occurring at the beginning of the month, this “desil” calendar pattern may also be due to liquidity

patterns.

% When the % of the month is Labor Day, checks are distribugaddugust 38.
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We can also use more direct variation in the tinah§ocial Security payments to see whether
the changes in liquidity they generate affect mibyta Starting in May of 1997, the timing of mogh
payments for new recipients depended on their bisties. Those with a birth date on tfgd.the 18
were paid on the second Wednesday of each mormtbe thith a birth date on the™to the 28 were
paid on the third Wednesday of each month and tivitkea birth date on the 210 the 31 were paid on
the fourth Wednesday of the month. Those alreadgiving payments on th& ®f a month continued to
receive checks as they had befSre.

We have information on decedents’ date of birtthimrestricted-use MCOD held by the National
Center for Health Statics, so we are able to afeaynay dummies based on this new payments schedule
in the same way as we did for the traditional® t8 the month” schedule. We do not have infornatio
on who is on social security or when decedentsegti Given that people commonly claim social ségur
between 62 and 65 years of age, this means thatlewd 997 through 2000 time period there are few
decedents aged 65-69 that we can be sure wergingc8iocial Security payments under the new
schedule when they died. Therefore, we restricboalysis to those aged 65 to 69 years who died
between 2001 and 2005. The majority of decedaritsis sample should be receiving payments under
the new schedule although there should be somé® §é# olds in 2001, 68-69 year olds in 2002 and 69
year olds in 2003 who could be receiving paymenteuthe old schedule.

To explore the effect of this change in Social S#¢payment schedules, we consider three
regression-adjusted patterns. First, to providetser comparison than the results in Table 9, we
regressed the natural log of fatality counts fot®69 year olds between 1992 and 199®ayday
dummies based on the traditional “third of the rhéischedule and other controls. The referenceiglay
still the day prior to Social Security being paithe results for this regression are in left parfidlable
12, and show the same relationship between payamehtortality as in Table 9. ComparedPayday -

1, mortality is 1.6 percent higher the day Sociaduiy is paid and 2.3 percent higher two daysrafte

% http://www.ssa.gov/pubs/2007calendar.htm.
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Social Security is paid. Despite the smaller samjblese differences are statistically significatnt
conventional levels.

Second, this same regression based on the traalitithird of the month” payment cycle is done
on the natural log of fatality counts for 65 toy&hr olds who died between 2001 and 2005. Sinct mo
decedents in this group are unlikely to be on tdesohedule, the patterns observed for this group
between 1992 and 1996 should largely disappeae. r@$ults of this regression are shown in the raiddl
panel of Table 10, and this is what happens. Rel&b Payday -1, none of the coefficients in the first
week after Social Security has traditionally beait s statistically different from zero and mamg a
negative.

To see if a relationship between mortality andrtee payments schedule for this group can be
found, the third regression-adjusted pattern igthasm dummies related to this new schedule. Dexdgde
were allocated dummies based on date of birth.ekample, those born between tieahd the 10 of
the month were assign®ayday 1 on the second Wednesday of the moRtyday 2 on the second
Thursday of the month, and so on. In the same thage born between the"4and 28" were assigned
Payday dummies withPayday 1 on the third Wednesday of the month, and those between the 21
and the 3T were assigneBayday dummies withPayday 1 on the fourth Wednesday of the month.
Dummies range betwedtayday -8 andPayday 14, because payments always occurring on Wednesdays
mean additional dummies would be collinear with-daythe-week controls. As before the reference
day isPayday -1, days outside the 28 days around the paymentrapped, and controls are introduced
for special days, weekday, and month and yeartsff@be payment schedule is now significantly
different from the synthetic months centered araimedfirst of the month that new synthetic monthd a
years based arourithyday 1 are constructed for the three groups. For theessgon, the three groups’
fatality counts and covariates are then placedndata file for analysis.

The results of the regression are shown in the pghel of Table 12. There is no clear pattern
based on the new schedule. In fact, this newfsetr@ables performs relatively poorly in terms of

accounting for the variation in these fatality ctsunDifficulty in determining who enrolled in Sati
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Security after May 1997 creates measurement g¢here is also measurement error in that decedents i
this group could be getting paid on their spoude$2 of birth rather than their own.

Overall, there is suggestive evidence that seniomstality is connected to when they receive
income. Prior to 1996, mortality patterns of theets found throughout the paper emerge in reldtion
the traditional social security payment scheddleese patterns are no longer present for 65 te@9 y
olds who died between 2001 and 2005, people whardileely to be on this old schedule. In unrepdrte
results, we regress fatality counts of those a@etb 75 who died between 2001 to 2005 on meastires o
the traditional Social Security payment scheduleheck that there is not something about the pd86-2
period that generally made any payment-mortalitikdge disappear. The majority of these peopleldhou
be on the traditional schedule, and we do obsepastive and statistically-significant increase in
mortality on the first few days after Social Setui$ paid. This makes the absence of a patterimgiur

this period amongst 65 to 69 year olds more likelipe due changes in Social Security.

VII.  Understanding Mortality over the Business Cyck

This examination of the broader relationship betwliggidity, activity and mortality has
implications for research on mortality over theibass cycle. A voluminous literature with conttibas
from a variety of disciplines has established ttestith outcomes are much better among individudls w
higher socioeconomic status. A relationship betwesalth and socioeconomic status has been
documented for virtually all measures of health bedlth habits including mortality (Backland, Serli
and Johnson, 1996), self-reported health statuagéjKessler, and Herzog, 1990), measures of child
health (Case, Lubotsky and Paxson, 2002), smokihglpupka and Werner, 2000), obesity (Chang and
Lauderdale, 2005), the incidence of disease (Bahkt, 2006), a variety of cardiovascular riskdas
(Karlamangla et al. 2005) and a variety of biomesK&teptoe et al., 2002a and 2002b; Goodman et al.
2005; Ridker et al. 2000; Muenning, Sohler and Mahz007).

In contrast to this work is a more recent strantitefature documents that mortality is pro-cyclic.
The basic statistical relationship has been docteaeior the United States (Ruhm, 2000) and a wariet

of OECD countries (Gerdtham and Ruhm, 2005; Neuma&@94; Tapia Granados, 2004), for a number
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of health habits (Ruhm, 2003) and health outcorRehih, 2005) and for a wide variety of causes of
death including heart disease, certain cancergjeniRuhm, 2000), motor vehicle fatalities (Evand a
Graham, 1988) and infant health (Dehejia and Lidtasey, 2004).

The methodology for documenting the pro-cyclic natof mortality dates to Evans and Graham
(1988) and is typified in Ruhm (2000). Using pabtene-series/cross-sectional data at the stagd, lev
authors regress mortality rates on state and y&art® some measure of the business cycle, phes ot
demographic covariates. The measure of the bistoyete is typically the unemployment rate and for
the vast majority of death categories, the coeffitbn the unemployment rate is negative indicatiiad
mortality is pro-cyclic. The one death categomttbhows a decided counter-cyclic pattern is howeve
suicides (Ruhm, 2000).

The disparity between the older literature on secimomic status and health and the more recent
work on mortality and the business cycle is notlak surprising. Typical measures of socioecoromi
status include variables such as education, wéaltbme or occupational status can all be consitlere
measures of permanent income. In contrast, theoaeetric models used to test the cyclicality of
mortality all use within-group estimators that hetdte characteristics constant and ask whethetgea
year fluctuations in the unemployment rate altertadiby. These later models are therefore meagurin
the impact of transitory changes in economic antigion mortality.

What has been missing from this more recent liteeathowever, is an explanation for the
procyclicality of mortality. Ruhm (2005a and 20Q%bovides some evidence that smoking, severe
obesity, very heavy drinking, and a sedentarytidesdecline during economic downturns but to date,
decomposition has idetified whether these habitdaéx the changes in mortality. Ruhm (2005b, p.
1210) concludes that “...research needs to betteniifgg mechanisms for the procyclic variation in
mortality.”

The results above linking activity to mortality However suggest a possible explanation for the
pro-cyclic nature of mortality. As the economy argds, people naturally engage in more economic
activity. They drive more, go out to dinner moften, go to the movies. Because the temporal

variations in activity has an impact on mortalityis therefore no surprise that hikes in mortagibould
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follow. If this hypothesis is true, then we shoakk a similarity in the size of the within montbriality
cycle and the correlation with the business cycless specific causes of death.

The size of the within-month mortality cycle foregjific causes of death is presented in Table 4
above where we disaggregate the data into 15 nhysedlusive causes of death. We use the same data
aggregated to a different level to generate estisnat the impact of the business cycle on mortality
Specifically, we first use data for the 1976-20@4igd to construct annual mortality rates for esizlte.

Let M; be the mortality rate for state i in year t, defiras deaths per 100,000. Following Evans and

Graham (1988) and Ruhm (2000), the within-group ehede estimate is of the form:

(2) In(M,)=X,B+UNEMPa +U, +V,+é,

Where X is a vector of demographic characteristics, u\aatk state and year effects and an
idiosyncratic error. The key covariate is theesia unemployment rate in year t (UNEMP In the
model, we include in x the fraction of people that under 18, the fraction of residents 65 and,ared
the fraction black. In the model, we allow for itndry correlation in the errors within a state.

Results from this regression are reported in TaBldn the first row, we report estimates for all-
cause mortality and these results show a largativegand statistically significant impact of the
unemployment rate on mortality. A one percentagjatrop in the unemployment rate will increase
mortality by about .4 percent which is about 20cpat lower than the estimate in Ruhm (2002, Tdble |
column a).

In the next 15 rows, we generate estimates of theyclicality of mortality for specific causes.
The results for this are consistent with previcstingates in that traffic accidents, murders, otheernal
causes, heart attacks, COPD and other causes deatermsstatistically significant procyclic relatghip,
at least at a p-value of 0.1. The data suggeste smtable statistically significant counter-cyclic
outcomes in suicides, lung cancers, other cancetsvaile diseases like cancers, leukemia, heaebdis,
and non-alcohol cirrhosis have a weak statistielaltionship with the business cycle. The pattérn o

results is quite similar to that in Table 4. Tambnstrate this point, in Figure 8, we plot thefficients
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on the unemployment rate from Table 13 along thgig and the within-month peak to trough estimates
(the coefficient on the Days 1-7 dummy variablenirTable 4. The graph shows a pronounced negative
relationship and the correlation coefficient betwé®e two series is -0.4. There is one obvioubesut
suicides. Suicides are decidedly counter cyclidtygas a very large within month mortality cycle.
Excluding this cause of death however, the conmeldietween the remaining 14 points is -0.8 and an
OLS line through these 14 points (excluding suigjddows a strong negatve relationship between the
two sets of values . Overall, if the within momtlortality cycle is indeed driven by a rise in aityivthen

the similarity in the results across death categdbetween this cycle and the pro-cyclicality oftality

suggests provides suggestive evidence that actsvitie underlying cause for both.

VIIl.  Conclusion

Previous work on the within-month mortality cyclashnot been able to rule out drug and alcohol
consumption having a role in deaths not obvioualysed by substance abuse. Here, a comprehensive
attempt to identify deaths where substance abugehmze had a role and an investigation of the teaipo
patterns specific causes of death show it is inglde that substance abuse is the sole reasonsddraib
off in the days prior to the first of the month ahén spike to above-average levels on the first.

We find that many activities, such as consumerimses, mall visits and cinema attendance,
exhibit a similar within-monthly cycle. While wavdhot have activity and mortality information in a
single dataset, existing medical knowledge of tlygérs for specific health conditions and the knity
and the patterns suggest short-term changes intgctiay be the missing explanation for the within-
month mortality cycle. This is made more likelythg patterns in activity and mortality being cetesnt
with many people experiencing liquidity variatiomger the month, which change their levels of attivi
and in turn affect the number of deaths that ooouparticular days.

These results link medical literature on the withionth mortality cycle and the economics
literature on consumption smoothing, with implicat for both. First, for the medical literature,
understanding substance abuse as only part ofithesnonth mortality cycle means liquidity and

payments have broader medical effects than is cortytbought, and that “full wallets” do not just are
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increases in drug-related attendances in emergigmartments but likely have an effect of many more
aspects of health and health services provisi@to&l, in terms of consumption smoothing, thisltesu
points to the potential breadth of excess sentitoficonsumption to the timing of payments. Thare
over 70 million records in the mortality data weuand we estimate approximately 15 percent of the
within-month cycle may be accounted for by substaatause. If the remaining part of the patterrues d
to liquidity changes affecting activity, then aflaur demographic groups having a within-month eycl
suggests that excess sensitivity and its explamafiguch as hyperbolic discounting) must not bééidn
to narrow subpopulations.

The results also have implications for our undediteg of the procyclicality of mortality. The
causes of death and demographic groups with tgedawithin-month mortality cycle also exhibit the
most procyclical mortality, suggesting that whateskves the within-month mortality cycle also cass
mortality to be procyclical. Short-term change$guidity can be more easily separated from pemnan
levels of income over a month rather than oversin@ss cycle, and this explanation for the withiorth
mortality cycle and the similarity of the two mditya phenomena suggests the apparent contradiction
between the protective effect of income and theyariacality of mortality can be resolved by lookiag
business cycle movements as temporary, mediumdkamges in liquidity that change activity levelsian
mortality risks people face.

Several questions remain unanswered. The mostriem@ne is whether these short-term
variations in liquidity and activity are changirtgettotal number of deaths or changing the timing of
deaths of susceptible people by several days (afgdemiologists refer to as “harvesting”). For gom
causes, such as motor vehicle accidents, it isdbghat activity leads to an increase in deathsfdr
other conditions the answer is not clear.

Another question is why there is a difference betwthe pattern of suicides within months and
over business cycle. There are also questions lzex the “liquidity, activity, mortality” relatioships
interact with the weather, which may affect botrele of activity and how activity affects health

outcomes in ways that means the outcomes are amisgu
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Relative Daily Mortality Risk

1.02

Figure 1. Relative Daily Mortality Risk (95% Confidence Intervals)
by Day in Relation to the First of the Month,
1973-2005 MCOD, All Deaths, All Ages
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Figure 2: Relative Daily Mortality Rates (95% Confidence Intervals),
With and Without Mention of Substance Abuse,
1978-1998 MCOD, All Ages
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Figure 3: Relative Daily Mortality Rates (95% Confidence Intervals),
By Specific Causes, 1973-2005 MCOD

A: Motor Vehicle Accidents
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% Fatal Crashes with Alcohol Involvement

Figure 4: Percent of Fatal Motor Vehicle Accidents with Alcohol Involvement
By time of Accident, 1982-2006 FARS
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Relative Daily Mortality

Relative Daily Mortality

Relative Daily Mortality

Relative Daily Mortality

Figure 5: Relative Daily Motor Vehicle Mortality Rates (95% Confidence Inteval),
By Specific Causes, 1975-2006 FARS

A: All Motor Vehicle Fatalities
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Relative Daily Mortality Risk

Relative Daily Mortality Risk

Relative Daily Mortality Risk

Figure 6: Relative Daily Mortality Rates (95% Confidence Interval),
By Education,1989-2005 MCOD
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Coefficient on Days 1-7 (Table 2)

Figure 7: Scatter Plot, Mortality and the Business Cycle versus
the Size of the Within-Month Mortality Cycle, By Cause of Death
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Table 1
OLS Estimates of In(Daily Mortality Counts), MCOD23-2005
OLS estimates of OLS estimates of
In(Daily Mortality Counts) In(Daily Mortality Counts)
R*=0.0013 R*=0.9083
(With no other covariates) (With all covariates)
Day-14 0.0078 Day 1 0.0133 Day-14 0.0079 Day 1 0.0107
(0.0021) (0.0015) (0.0020) (0.0012)
Day-13 0.0056 Day?2 0.0096 Day-13 0.0057 Day?2 0.0096
(0.0020) (0.0016) (0.0019) (0.0014)
Day-12 0.0076 Day3 0.0114 Day -12 0.0081 Day 3 0.0127
(0.0020) (0.0018) (0.0019) (0.0016)
Day-11 0.0051 Day4 0.0133 Day-11 0.0060 Day4 0.0143
(0.0020) (0.0018) (0.0017) (0.0015)
Day-10 0.0046 Day5 0.0121 Day -10 0.0079 Day5 0.0132
(0.0019) (0.0017) (0.0017) (0.0015)
Day -9 0.0049 Day6 0.0104 Day -9 0.0073 Day 6 0.0116
(0.0017) (0.0018) (0.0016) (0.0016)
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Day -8 0.0044 Day7 0.0110 Day -8 0.0061 Day 7 0.0119

(0.0015) (0.0016) (0.0015) (0.0016)

Day -7 0.0038 Day 8 0.0115 Day -7 0.0069 Day 8 0.0120
(0.0017) (0.0018) (0.0016) (0.0016)

Day -6 0.0048 Day 9 0.0110 Day -6 0.0061 Day?9 0.0116
(0.0017) (0.0019) (0.0015) (0.0016)

Day -5 0.0045 Day 10 0.0123 Day -5 0.0053 Day 10 0.0129
(0.0017) (0.0019) (0.0015) (0.0017)

Day -4 0.0032 Day 11 0.0107 Day -4 0.0040 Day 11 0.0107
(0.0016) (0.0022) (0.0014) (0.0020)

Day -3 0.0010 Day 12 0.0099 Day -3 0.0015 Day 12 0.0103
(0.0015) (0.0019) (0.0013) (0.0017)

Day -2 -0.0003 Day 13 0.0090 Day -2 0.0005 Day 13 0.0097
(0.0013) (0.0019) (0.0011) (0.0017)

Day 14 0.0101 Day 14 0.0107

(0.0018) (0.0017)

Sun Sun -0.0229 Wed. -0.0258
(0.0007) (0.0009)

Mon. Mon. -0.0109 Thur. -0.0258
(0.0008) (0.0009)

Tue. Tue. -0.0213 Fri. -0.0121
(0.0008) (0.0007)

There are 11,088 observations (336 observationggagrfor 33 years) and there is an average of
5,931 deaths per day. Numbers in parenthesigamndagd errors that allow for arbitrary
correlation in the within-month (-14 to 14) erroi®ther covariates include synthetic month and
year effects plus dummies for special days of ter yNew Year’'s Day, Christmas, etc.). A
complete list of days is included in footnote 7.
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Table 2

OLS Estimates of In(Daily Mortality Counts) Model

Demographic Subgroups, 1973-2005

Demographic Mean daily Week -2 Week 1 Week 2

subgroup Deaths (Day -14 to-7) (Day1to-7) (Day8to 14) R?

All deaths 5,938 0.0035 0.0086 0.0077 0.9083
(0.0011) (0.0008) (0.0013)

Male 3,073 0.0048 0.0114 0.0091 0.8217
(0.0009) (0.0009) (0.0010)

Female 2,868 0.0030 0.0083 0.0069 0.9340
(0.0010) (0.0010) (0.0010)

White 5,137 0.0031 0.0064 0.0060 0.8954
(0.0010) (0.0010) (0.0010)

Black 706 0.0062 0.0235 0.0176 0.8433
(0.0014) (0.0015) (0.0015)

Other Race 85 0.0025 0.0172 0.0150 0.9245
(0.0037) (0.0037) (0.0037)

Under 18 years 170 0.0048 0.0077 0.0028 0.8597
(0.0027) (0.0024) (0.0028)

18 to 39 years 310 0.0097 0.0204 0.0108 0.8003
(0.0021) (0.0021) (0.0021)

40 to 64 years 1,234 0.0062 0.0161 0.0141 0.7862
(0.0010) (0.0010) (0.0010)

Over 65 years 4,185 0.0028 0.0056 0.0057 0.9319
(0.0013) (0.0011) (0.0015)

Single, 1979-2005 753 0.0043 0.0150 0.0087 0.6748
(0.0015) (0.0015) (0.0015)

Married, 1979-2005 2,540 0.0041 0.0063 0.0067 0.7555
(0.0010) (0.0010) (0.0010)

Widowed, 1979-2005 2,214 0.0012 0.0063 0.0059 0.9055
(0.0014) (0.0014) (0.0014)

Divorced, 1979-2005 540 0.0069 0.0214 0.0173 0.9672
(0.0017) (0.0017) (0.0017)

Metropolitan county 4,311 0.0034 0.0085 0.0073 0.9508
(0.0010) (0.0010) (0.0010)

Non-metropolitan 1,609 0.0037 0.0088 0.0083 0.8402

county (0.0012) (0.0012) (0.0012)

All have have 11,088 observations, except for tioeigs defined by marital status, as this
information was not included in the mortality datéor to 1979. These models use 9,408
observations. Numbers in parenthesis are stamlerds that allow for arbitrary correlation in
the within-month (-14 to 14) errors. Other covagainclude synthetic month and year effects
plus dummies for special days of the year (New ¢daay, Christmas, etc.). A complete list of
days is included in footnote 7.
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Table 3

OLS Estimates of In(Daily Mortality Counts) Mode} Bubstance Abuse, 1979-1998

Mean

daily Week -2 Week 1 Week 2
Cause of death Years deaths Days-14to-7 Days1to-7 Days8to14 R’
All deaths 1979-1998 5,879 0.0037 0.0087 0.0078 0.8763

(0.0013) (0.0012) (0.0015)

Deaths with a 1979-1998 257 0.0108 0.0295 0.0141 0.5989
substance abuse (0.0028) (0.0026) (0.0029)
multiple cause
Deaths without a 1979-1998 5,622 0.0034 0.0077 0.0076 0.8824
substance abuse (0.0014) (0.0012) (0.0016)

multiple cause

All models have 6,720 observations. Numbers irpiaesis are standard errors that allow for
arbitrary correlation in the within-month (-14 td)lerrors. Other covariates include synthetic
month and year effects plus dummies for speciat ddiyhe year (New Year's Day, Christmas,
etc.). A complete list of days is included in foote 7.
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Table 4
OLS Estimates of Log Daily Mortality Counts, 197365

Mean Percent
daily substance

Cause of death deaths  abuse Week -2 Week 1 Week 2 R?

All deaths 5,938 4.37% 0.0035 0.0086 0.0077 0.908
(0.0011) (0.0008) (0.0013)

By Cause of Death

Motor vehicle 127.6 43.02% 0.0152 0.0301 0.0106 0.753
(0.0037) (0.0023) (0.0039)

Suicides 81.1 14.44% 0.0205 0.0436 0.0397 0.381
(0.0035) (0.0038) (0.0037)

Homicides 58.0 79.80% 0.0105 0.0387 0.0107 0.591
(0.0046) (0.0047) (0.0049)

Other external 147.0 22.26% 0.0125 0.0427 0.0238 0.655

causes (0.0035) (0.0036) (0.0041)

Heart disease 1268.6 0.52% 0.0013 0.0087 0.0060 0.866
(0.0016) (0.0014) (0.0017)

Heart attack 678.0 0.19% 0.0031 0.0104 0.0067 0.956
(0.0016) (0.0016) (0.0018)

COPD 231.8 0.44% 0.0020 0.0055 0.0033 0.937
(0.0028) (0.0026) (0.0032)

Cirrhosis 42.3 0.42% 0.0135 0.0168 0.0269 0.418
(0.0048) (0.0049) (0.0046)

Alcohol Cirrosis 33.3 100% 0.0076 0.0189 0.0387 0.128
(0.0051) (0.0052) (0.0052)

Stroke 445.0 0.37% 0.0039 0.0050 0.0062 0.832
(0.0017) (0.0017) (0.0020)

Lung cancer 353.9 0.12% 0.0036 0.0022 0.0075 0.938
(0.0019) (0.0018) (0.0018)

Breast cancer 109.4 0.06% 0.0034 -0.0004 0.0019 0.521
(0.0028) (0.0030) (0.0028)

Leukemia 50.3 0.14% 0.0032 -0.0028 -0.0061 0.446
(0.0045) (0.0043) (0.0042)

Other cancers 794.5 0.19% 0.0033 0.0012 0.0042 0.913
(0.0012) (0.0013) (0.0012)

Other conditions 1517.5 4.49% 0.0025 0.0071 0.0078 0.953
(0.0016) (0.0014) (0.0019)

All models have 11,088 observations. Numbers emthesis are standard errors that allow for
arbitrary correlation in the within-month (-14 td)lerrors. Other covariates include synthetic
month and year effects plus dummies for speciat déyhe year (New Year's Day, Christmas,
etc.). A complete list of days is included in foote 7.The percentage of substance abuse is

calculated using deaths between 1979 and 1998.
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Table 5
OLS Estimates of Log Daily Motor Vehicle Fatalitp@nt Model,
Fatal Accident Reporting System, 1975-2004

Mean
Cause of death daily Week #1 Week #3 Week #4
Deaths (Days -14,-7) (Days 1to7) (Days 8to14) R?
All motor vehicle fatalities 120.4 0.0164 0.0342 0.0139 0.753
(0.0042) (0.0039) (0.0044)
Midnight -6:00am 27.4 0.0348 0.0346 0.0190 0.793
(0.0094) (0.0087) (0.0092)
6:00am-10:00am 12.9 0.0093 0.0281 0.0220 0.232
(0.0111) (0.0105) (0.0108)
10:00am-4:00pm 26.3 0.0120 0.0460 0.0163 0.301
(0.0072) (0.0073) (0.0073)
4:00pm-8:00pm 27.6 0.0094 0.0413 0.0103 0.369
(0.0075) (0.0075) (0.0079)
8:00pm-Midnight 25.3 0.0205 0.0321 0.0112 0.640
(0.0085) (0.0085) (0.0086)

All models have 10,008 observations (28 observatinonth x 12 months x 30 years). Numbers
in parenthesis are standard errors that allowrtatrary correlation in the within-month (-14 to
14) errors. Other covariates include synthetic tn@md year effects plus dummies for special
days of the year (New Year's Day, Christmas, etd.omplete list of days is included in
footnote 7.
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Table 6
OLS Estimates of Log Daily Mortality Counts, 197365 MCOD

Motor Other
vehicle Murders external Suicides
Covariate fatalities causes
Sunday 0.315 0.251 0.078 -0.120
(0.006) (0.006) (0.004) (0.005)
Tuesday -0.033 -0.032 -0.009 -0.066
(0.004) (0.006) (0.004) (0.004)
Wednesday -0.013 -0.048 -0.009 -0.098
(0.005) (0.006) (0.004) (0.004)
Thursday 0.031 -0.032 -0.005 -0.118
(0.005) (0.006) (0.004) (0.004)
Friday 0.238 0.080 0.034 -0.127
(0.005) (0.006) (0.004) (0.004)
Saturday 0.452 0.329 0.143 -0.157
(0.007) (0.008) (0.004) (0.004)
New Year's Day 0.372 0.551 0.203 0.213
(0.040) (0.034) (0.021) (0.024)
Holy Thursday 0.135 0.088 0.050 -0.019
(0.021) (0.026) (0.017) (0.021)
Good Friday 0.077 0.055 0.036 -0.028
(0.016) (0.025) (0.019) (0.018)
Memorial Day 0.151 0.063 0.119 -0.131
(0.022) (0.025) (0.025) (0.018)
July 4n 0.222 0.214 0.219 -0.096
(0.022) (0.040) (0.021) (0.019)
Labor Day 0.165 0.151 0.084 -0.171
(0.016) (0.025) (0.018) (0.019)
Thanksgiving 0.206 0.165 0.028 -0.162
(0.026) (0.027) (0.019) (0.019)
Christmas Eve 0.374 0.215 0.027 -0.168
(0.048) (0.038) (0.027) (0.028)
Christmas Day 0.071 0.188 0.009 -0.123
(0.039) (0.035) (0.025) (0.031)
New Year's Eve 0.371 0.179 0.001 -0.020

(0.040) (0.032) (0.003) (0.027)

There are 11,088 observations (336 observationggagrfor 33 years). Numbers in parenthesis
are standard errors that allow for arbitrary catieh in the within-month (-14 to 14) errors.
Other covariates include synthetic month and y#acts, other dummies for special days of the
year which are not reported in this table, plusatier coefficients from the model reported in the
final two columns of Table 1. A complete list ofydds included in footnote 7.

55



Table 7
OLS Estimates of Daily Consumption Equations,
1996-2004 Consumer Expenditure Survey Diary Ddta Fi

By Types of Items

Purchased
All Non
Variable food food All
Week 1 -0.028 0.010 -0.048

(0.051) (0.064) (0.092)
Week 3 0.130 0.077 0.231

(0.051) (0.065) (0.091)
Week 4 0.087 0.101 0.156

(0.057) (0.070) (0.102)
Mean of 7.32 6.00 13.22
dep. var.

There are 715, 213 observations in the modelsnd&td errors are in parenthesis and allow for
within-person correlation in errors. Other covisainclude complete set of dummy variables for
age, sex, race, and the education of referencemeasomplete set of dummies for region, urban
area and income of the family, plus dummies fontieekday, month, and year, plus dummies for
special days during the year. A complete list gfsdia included in footnote 7.

56



Table 8
OLS Estimates of the Within-Month Purchase Cyclaridus Sources

Mean
Time daily Week #1 Week #3 Week #4
Outcome Period Obs. counts (Days -14,-7) (Days 1to7) (Days 8to 14) R®
Ticket sales, MD pick 3 1/1/2003 — 1,344 0.81 0.0065 0.0705 0.0319 0.924
and pick 4 12/31/2006 million (0.0055) (0.0047) (0.0041)
Ticket sales, OH daily ~ 6/20/2005- 573 1.76 0.0121 0.0875 0.0388 0.840
number + pick 4 6/16/2007 million (0.0071) (0.0061) (0.0061)
Visits to malls 1/1/2000- 2,657 25.4 0.0375 0.0207 0.0314 0.895
12/22/2007 million (0.0087) (0.0079) (0.0079)
Visits to retail 1/4/2004- 1,328 94.1 0.0573 0.0307 0.0193 0.851
establishments 12/22/2007 Million (0.0205) (0.0144) (0.0162)
Visits to apparel retailers  1/4/2004- 1,325 60.4 0.0578 0.0328 0.0225 0.850
12/22/2007 million (0.0175) (0.0148) (0.0152)
Ticket sales top 10 1/1/1998- 3,171 19.3 -0.0057 0.0558 -0.0057 0.928
grossing movies 6/7/2007 million (0.0237) (0.0192) (0.0237)
Attendance at baseball 1973-1998 54,939 24,238 0.0036 0.0013 0.0337 0.872
games 2000-2004 (0.0049) (0.0052) (0.0059)
DC Metro ridership 1/1/1997 — 3,573 480,898 0.0015 0.0009 0.0078 0.941
9/19/2007 (0.0070) (0.0069) (0.0069)

Numbers in parenthesis are standard errors tlay &ir arbitrary correlation in the within-monttL4 to 14) errors. Other covariates include
synthetic month and year effects plus dummiesgecial days of the year (New Year’'s Day, Christnets,). A complete list of days is included
in footnote 7. Please see the text for any otharacteristics of specific models.
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Table 9

OLS Estimates of Daily Consumption Equations,
1996-2004 Consumer Expenditure Survey Diary Ddta Fi

Reference person < HS

Reference person HS education or

Reference person has associate

Variable education (N=109,069) some college (N=349,915) degree or high (N=256,229)
Week 1 0.013 0.096 -0.037 0.234 0.206 0.417 0.129 0.264 0.402
(0.111) (0.127) (0.192) (0.063) (0.080) (0.115) (0.087) (0.119) (0.164)
Week 3 0.473 0.084 0.565 0.306 0.238 0.544 -0.033 0.120 0.135
(0.113) (0.120) (0.187) (0.065) (0.081) (0.117) (0.087) (0.117) (0.167)
Week 4 0.182 0.100 0.240 0.247 0.257 0.480 0.172 0.244 0.361
(0.122) (0.135) (0.213) (0.071) (0.088) (0.131) (0.097) (0.128) (0.182)
Mean of 5.88 3.99 9.97 6.88 5.60 12.48 8.51 7.39 15.90
dep. var.
Households with any non-SS Households with SS income but Households with no SS income
federal support income no other federal support income and no federal support income
(n=34,372) (n=130,239) (n=550,602)
Week 1 -0.108 -0.039  -0.029 0.098 -0.010 -0.029 -0.049 0.022 -0.044
(0.216) (0.251) (0.172) (0.099) (0.120) (0.171) (0.060) (0.077)  (0.109)
Week 3 1.364 0.285 1.786 0.348 0.254 0.585 0.002 0.025 0.054
(0.236) (0.256) (0.401) (0.104) (0.120) (0.180) (0.059) (0.078) (0.109)
Week 4 0.558 -0.268 0.538 0.123 0.155 0.241 0.052 0.116 0.119
(0.246) (0.267) (0.430) (0.113) (0.133) (0.201) (0.067) (0.084) (0.122)
Mean of 6.42 4.42 10.81 6.25 4.50 10.71 7.62 6.45 13.96
dep. var.
Family income < $30,000 Family income>$30,000 Family income not reported
(n=338,890) (n=182,263) (n=194,060)
Week 1 0.007  0.017 -0.039 -0.272 -0.213 -0.517 0.119 0.187 0.328
(0.062) (0.077) (0.111) (0.125)  (0.168) (0.231) (0.097) (0.116) (0.170)
Week 3 0.267  0.120 0.399 -0.241 0.015 -0.205 0.240 0.048 0.362
(0.064) (0.076) (0.112) (0.121) (0.173) (0.232) (0.100) (0.116) (0.172)
Week 4 0.082  0.064 0.152 0.083 0.047 -0.112 0241 0.187 0.349
(0.069) (0.082) (0.124) (0.136) (0.184) (0.259) (0.112) (0.126)  (0.194)
Mean of 6.02 4.76 10.74 10.68 9.55 20.02 6.42 4.83 11.11
dep. var.

Standard errors are in parenthesis and allow ftrinvperson correlation in errors. Other covasate
include complete set of dummy variables for age, e, and the education of reference person, a
complete set of dummies for region, urban areargame of the family, plus dummies for the weekday,
month, and year, plus dummies for special daysduhe year.
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Table 10
Negative Binomial Estimates of Daily Mortality Cdan1988-2005

Mean
daily Week #1 Week #3 Week #4
Group Deaths (Days -14, -7) (Days1to7) (Days8to14) R?
All deaths 6,360 0.0015 0.0091 0.0074 0.9344
(0.0015) (0.0015) (0.0015)
By level of education
< High school 1,916 0.0021 0.0102 0.0093 0.7981
(0.0018) (0.0018) (0.0018)
High school 2,908 0.0008 0.0093 0.0072 0.9610
(0.0015) (0.0019) (0.0015)
College degree 664  0.0031 0.0045 0.0023 0.9417
(0.0020) (0.0020) (0.0021)

All models have 5,712 observations. Numbers iepesis are standard errors that allow for arlyitra
correlation in the within-month (-14 to 14) erroi®ther covariates include a complete set of dahef
week, monthly and annual dummy variables, plusmaptete set of dummies for special days specified in
footnote 7.
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Table 11
Estimates of Daily Mortality Count Model, Those ¥&ars, MCOD 1973-1996

Days Before Social Days After Social Security

Security Payment Payment
Payday -14 0.0059 Payday 1 0.0059
(0.0027) (0.0018)
Payday -13 0.0011 Payday 2 0.0080
(0.0028) (0.002)
Payday -12 0.002 Payday 3 0.0064
(0.0024) (0.0021)
Payday -11 0.0052 Payday 4 0.0051
(0.0022) (0.0021)
Payday -10 0.0006 Payday 5 0.0054
(0.0023) (0.002)
Payday -9 0.0024 Payday 6 0.0072
(0.0023) (0.002)
Payday -8 0.0025 Payday 7 0.0055
(0.0021) (0.0021)
Payday -7 0.0017 Payday 8 0.0072
(0.0022) (0.0024)
Payday -6 0.0006 Payday 9 0.0052
(0.002) (0.0023)
Payday -5 -0.0008 Payday 10 0.0059
(0.002) (0.0021)
Payday -4 -0.0018 Payday 11 0.0049
(0.0021) (0.0024)
Payday -3 -0.0055 Payday 12 0.0054
(0.0018) (0.0024)
Payday -2 0.0005 Payday 13 0.0063
(0.0018) (0.0029)
Payday 14 0.0065
(0.0029)
Sun -0.0159 Wed. -0.0053
(0.0011) (0.0012)
Mon. 0.0099  Thur. -0.0067
(0.0011) (0.0011)
Tue. 0.0017  Fri. -0.0003
(0.0011) (0.0009)

There are 7,488 observations. The average nunfladirdeaths for ages over 65 years is 3,947 pgr da
Numbers in parenthesis are standard errors ttoay &ir arbitrary correlation in the within-montHL& to
14) errors. Other covariates include a completefsgay of the week, monthly and annual dummy
variables, plus a complete set of dummies for gpeleiys specified in footnote 7.
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Table 12

OLS Estimates of In(Counts) in Relation to Socie¢@&ity Payment Schedule, MCOD Ages 65 to 69

1992 to 1996: Old SS Schedu
R?=0.6098, N = 1,680

e

2001 to 2005:; Ol&d&edule
-0.5848, N = 1,680

2001 to 2005: New SS Schedule
R-0.2112, N =5,037

Payday coefficients Payday coefficients Paydayfuefts
-14  -0.0029 1 0.0157| -14 0.0010 1 -0.0018 1 0.0023
(0.0087) (0.0071) (0.0076) (0.0071) (0.0086)
-13 -0.0038 2 0.0231| -13 -0.0022 2 0.0016 2 -0.0002
(0.0084) (0.0070) (0.0073) (0.0081) (0.0086)
-12  0.0030 3 0.0180| -12 -0.0234 3 -0.0041 3 0.0031
(0.0091) (0.0084) (0.008) (0.0089) (0.0087)
-11  0.0071 4 0.0139| -11 -0.0045 4 -0.0043 4 0.0014
(0.0086) (0.0078) (0.0072) (0.008) (0.0087)
-10 0.0022 5 0.0078| -10 -0.0044 5 -0.0038 5 -0.0023
(0.0088) (0.0084) (0.0072) (0.0089) (0.0087)
-9 0.0199 6 0.0118 -9 -0.0239 6 -0.0081 6 -0.0183
(0.0084) (0.0082) (0.0081) (0.0081) (0.0087)
-8 0.0128 7 0.0242 -8 -0.01126 7 -0.0087 -8 0.0009  70.0050
(0.0091) (0.0066) (0.0078) (0.0087) (0.0086) (0.0086)
-7 -0.0008 8 0.0098 -7 -0.0159 8 -0.01p2 -7 0.003B -0.0084
(0.009) (0.0075) (0.0076) (0.0093) (0.0086) (0.0086)
-6 0.0024 9 0.0098 -6 -0.0146 9 -0.0145 -6 0.0015 90.0114
(0.0076) (0.0081) (0.0087) (0.0088) (0.0086) (0.0086)
-5 -0.0102 10 0.0113 -5 -0.018 10 -0.015 -5 0.00220 0.0011
(0.0083) (0.0081) (0.0071) (0.0088) (0.0086) (0.0086)
-4 -0.0009 11  0.0148 -4 0.0036 11 -0.0125 -4 -BO0O61L1  0.0135
(0.0077) (0.0076) (0.0078) (0.0085) (0.0086) (0.0086)
-3 -0.0142 12 0.0032 -3 -0.0104 12 -0.00904 -3 -DMOO 12 -0.0106
(0.0072) (0.0085) (0.0078) (0.0086) (0.0086) (0.0087)
-2 0.0015 13 0.0140 -2 -0.0028 13 -0.007 -2 -0.00583 -0.0014
(0.0078) (0.0109) (0.0086) (0.0083) (0.0086) (0.0087)
14  0.0067 -0.009 14  -0.0152
(0.0089) (0.0084) (0.0086)

Weekday coefficients Weekday coefficients Weekdagfficients
Su -0.0222 W -0.0035 Su -0.024 W -0.007 Su -0.013% 0.0027
(0.0052) (0.0048) (0.0055) (0.0049) (0.0088) (0.0087)
Mo 0.0122 Th 0.0022| Mo 0.0046 Th -0.0031 Mo 0.0176h  0.0051
(0.0048) (0.005) (0.0044) (0.0044) (0.0088) (0.0087)
Tu 0.0026 Fr 0.0127| Tu 0.0027 Fr 0.0082 Tu 0.0095r F0.0125
(0.0045) (0.0046) (0.0042) (0.0044) (0.0087) (0.0088)

The average number of deaths amongst those ageds@5years from 1992 to 1996 is 568 per day, and

the average number of deaths for ages 65 to 6%kat®001 and 2005 is 479 per day. Numbers in
parenthesis are standard errors that allow fotrarlgicorrelation in the within-payment month (1b414)

errors. Other covariates include a complete sdagfof the week, monthly and annual dummy varsble

plus a complete set of dummies for special daysitpe in footnote 7.
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Table 13
OLS Estimates of State-Level In(Cause-Specific Dé&ste) Equation,
50 States and the District of Columbia, 1976-2004.

Coefficient
Deaths per (Standard error)
100,000 on state-level

Cause of death people unemployment R2
All deaths 869.1 -0.0039 0.968
(0.0013)
By causes of death
Motor vehicle accidents 21.3 -0.0319 0.930
(0.0043)
Suicides 12.9 0.0146 0.886
(0.0059)
Homicides 7.9 -0.0217 0.907
(0.0080)
Other external causes 23.9 -0.0175 0.803
(0.0049)
Non-AMI heart disease 177.3 -0.0014 0.919
(0.0026)
AMI 102.9 -0.0113 0.963
(0.0038)
COPD 33.8 -0.0046 0.963
(0.0024)
Cirrhosis, non-alcohol related 5.9 -0.0042 0.819
(0.0079)
Cirrhosis, alcohol related 49 0.0026 0.826
(0.0092)
Stroke 66.7 -0.0056 0.948
(0.0032)
Lung cancer 50.3 0.0054 0.958
(0.0019)
Breast cancer 15.6 0.0039 0.910
(0.0018)
Leukemia 7.3 -0.0000 0.845
(0.0018)
Other cancers 115.4 0.0024 0.968
(0.0012)
All other causes 223.0 -0.0064 0.941
(0.0020)

All models have data from 50 states and the Distfi€€olumbia over the 29 year period 1976-2004e T
dependent variable is the log death rate (death$(fz000 people). All models control for state gedr
effects plus the fraction black, fraction undergass of age and the fraction over 64 years of age.
Observations are weighted by population. The stahdrrors are calculated allowing for arbitrary
correlation in errors within a state.

62



