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Abstract

We extend the production frontier framework employed by Kumar and Russell

(2002) and Henderson and Russell (2005) by incorporating financial development.

Our analysis convincingly shows that (1) failure to account for financial development

overstates the role of physical capital accumulation in labor productivity growth,

(2) most of this overstated contribution stems from the efficiency-enhancing role of

well-functioning financial institutions, (3) international polarization is solely driven

by efficiency changes (catching-up), and (4) increased distributional dispersion of

productivity is primarily driven by technological change. Model’s extensions to ac-

count for the growth effect of changes in the institutional environment only add

to the argument about the overstated role of physical capital and reinforce the

importance of financial development in explaining growth.
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1 Introduction

Early authors, dating as far back as Bahegot (1973), von Bohm-Bawerk (1891) and

Schumpeter (1912), emphasized the pivotal role of financial institutions in the process

of economic development, particularly in improving the efficiency of capital allocation.

Goldsmith (1969) argues that the financial superstructure accelerates economic growth

by facilitating the migration of funds to the best user.

However, only the most recent vintage of endogenous growth models along the tradi-

tion of Romer (1986), Lucas (1988) and Romer (1990) provided the analytical foundations

to modeling the influence of financial development on growth through the efficiency with

which capital is allocated across different investment alternatives. This influence is exerted

through the following mechanisms: collecting and analysis of information about capital

allocation alternatives including production technologies and entrepreneurial innovative

activities (Greenwood and Jovanovic (1990), King and Levine (1993a), Galetovic (1996)

and Greenwood et al. (2010a)); pooling of funds and facilitating risk management and

diversification leading to enhanced assets liquidity (Bencivenga and Smith (1991), Levine

(1991), Saint-Paul (1992), Obstfeld (1994), Devereux and Smith (1994) and Acemoglu

and Zilibotti (1997)); and amelioration of liquidity risk through reduced trading costs

(Bencivenga et al. (1995)).

More recently, a line of research using calibration methods has investigated the role

of financial frictions in explaining productivity differences across countries. Buera et al.

(2011) calibrate a model of entrepreneurship where financial frictions distort the alloca-

tion of capital and talent across production units. The assumption that manufacturing

is characterized by a larger scale than services makes the former more vulnerable to fi-

nancial frictions. In equilibrium, they find a small number of entrepreneurs and too

large establishments in manufacturing, while the opposite occurs in services. This ap-

pears to be supported by establishment-level data for Mexico and the U.S. Moll (2010)

develops a model where entrepreneurs are subject to borrowing constraints and idiosyn-

cratic productivity shocks and can self-finance their investment. Productivity for being

an active entrepreneur is assumed to depend on the quality of credit markets. He finds

that self-financing can undo misallocation of capital caused by financial frictions only if

productivity shocks are sufficiently correlated over time. This renders no effect on aggre-

gate productivity. Disciplining the model with plant-level data for Chile and Colombia,

Moll (2010) finds that financial distortions can account for aggregate productivity losses

of up to 25% relative to the U.S. Along similar lines, Greenwood et al. (2010b) develop

a dynamic costly state verification model of financial intermediation which is calibrated

to match the intermediation spreads and the firm-size distribution of the U.S. economy.

Their evidence indicates that improvements in financial intermediation can explain 30%
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of U.S. growth and that the reallocation of funds by adopting the best world financial

practice would raise output by 36 to 45%. In addition, Amaral and Quintin (2010) quan-

tify the impact of differences in the amount of financial intermediation due to limited

enforcement of financial contracts. In their model, poor contract enforcement leads to

less capital used in production as well as to capital not being channeled to the most

productive use, thus reducing output. Their model can explain a maximum threefold

difference in income between the U.S. and middle-income countries.

Finally, Midrigan and Xu (2010) elaborate a model of establishment dynamics with

financial frictions in the form of borrowing constraints, which is then carefully parame-

terized to match manufacturing plant-level data facts for Korea and Colombia. In doing

so, they pay particular attention to the dispersion in output growth across establishments

as well as to the dispersion in rates of return to capital across young and old plants. In

their version of the model with no entry or exit into entrepreneurship, the key param-

eter determining the link between financial intermediation and total factor productivity

(TFP) is the standard deviation of shocks to an entrepreneur’s productivity. Thus, a

larger shock implies a higher need for external funds and higher losses in the event of fi-

nancing constraints. Little time-series variability in the plant-level output data analyzed

points to the relatively low importance of productivity losses due to financial distortions.

Central to this finding is that entrepreneurs quickly accumulate funds to undo the capital

misallocation caused by borrowing constraints.1

Despite this theoretical effort, not much has been done at the cross-country level to

model empirically the efficiency-augmenting effect of financial development on capital al-

location, and in turn its impact on economic growth. King and Levine (1993b), Neusser

and Kugler (1998), Beck, Levine and Loayza (2000) and Levine and Zervos (1998) con-

stitute some exceptions. Their evidence shows that the financial sector raises output via

improved allocative efficiency, which is captured in their growth accounting framework as

a residual –as given by TFP growth.2

In this paper, we propose a novel approach to modelling the efficiency effect of the

financial sector in allocating resources to the most productive use –as a possible engine

of growth– that circumvents the need to measure capital allocative efficiency as a resid-

ual. For that purpose, we regress the variables agreed in the literature to best measure

1 Small TFP losses from misallocation (that are no larger than 7%) are again found when the model is
extended to allow for occupational choice.

2 The novel case-study of Jayaratne and Strahan (1996) for U.S. intrastate branch deregulation also
rendered positive growth effects from finance through improved allocative efficiency. See also the
industry-level studies of Wurgler (2000) and Fisman and Love (2004) for specific mechanisms pointing
to a more efficient intersectoral capital allocation across countries. Using an alternative experiment,
Rajan and Zingales (1998) provided evidence that industries that are relatively more in need of external
finance exhibit faster growth in countries with more developed financial systems. Levine (1997) and
Levine (2005) provide authoritative reviews of the theories and empirics behind the finance and growth
nexus.
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financial intermediation efficiency on proxies for financial development. The coefficients

obtained serve as the basis for the construction of the financial efficiency augmentation

factors. These factors are used to multiplicatively augment physical capital, which is

measured in efficiency units.3 The intuition behind this way of modelling is that one unit

of physical capital is expected to be more efficient in a country where financial interme-

diaries perform the function of allocating funds from savers to investors more efficiently.

We then incorporate these financial efficiency augmentation factors into the production

frontier approach previously employed by Kumar and Russell (2002, henceforth KR) and

Henderson and Russell (2005, HR hereafter).4 This modelling strategy will allow us to

provide conceptually theoretical foundations within a production frontier framework of

the impact of financial development on labor productivity growth.5 Despite this augmen-

tation, a further advantage is that we can still view the system on two dimensions by

working with output and efficiency units of physical capital per efficiency units of labor.

The objective of this article is to develop a nexus between three important literatures:

1) the deterministic frontier production function literature based on the pioneering work

of Farrell (1957), 2) the work on the sources of cross-country labor productivity growth

and international macroeconomic convergence, and 3) the finance and growth literature.

Hence, to the best of our knowledge, this is the first study that explicitly incorporates

financial development into a production frontier approach. The advantage of using this

3 Consider a simple production function that, for simplicity, depends only on the stock of physical capital
k t : yt = f(k t), where k t and yt denote output and the capital stock at time t. By totally differentiating
it we obtain: ŷ = dkt

yt

dyt

dkt
= dkt

yt
f ′(k t), where ŷ denotes the growth rate of output, dkt

yt
is the savings

rate and f ′(k t) is the marginal productivity of capital. To the extent that financial development can
either raise the savings rate or the marginal productivity of capital, the above expression captures the
two transmission channels through which financial development may affect growth (see more details
in de Gregorio and Guidotti (1995)). This also illustrates, as in our modeling strategy, how the
accumulation of physical capital interacts with the productivity (efficiency) with which capital is
allocated across investment alternatives to render higher growth. As noted above, endogenous growth
models incorporating the role of financial factors appear to raise growth mainly via the improved
allocative efficiency of investment through a variety of mechanisms such as overcoming problems of
moral hazard and adverse selection, which will facilitate the channeling of funds to the most productive
use, thereby reducing the firm’s cost of raising money from outsiders (Rajan and Zingales (1998)).

4 Employing deterministic nonparametric frontier methods, KR decompose productivity growth into
components attributable to technological change (shifts in the world production frontier), technological
catch-up due to efficiency changes (movements toward or away from the frontier) and physical capital
accumulation (movements along the frontier). Their results indicate that both productivity growth and
international polarization are driven primarily by capital deepening (i.e. changes in the physical capital
to labor ratio) in a wide sample of 57 countries over the period 1965−1990. These results clearly change
when HR incorporates human capital as an augmenting factor of raw labor. Besides confirming the KR
finding of non-neutral technological change, the other findings appear substantially modified: 1) about
one-third of the productivity change attributed by KR to physical capital deepening should, instead,
be assigned to human capital accumulation, 2) labor productivity growth is driven predominantly by
physical and human capital, 3) international polarization is caused primarily by technological catching-
up via efficiency changes, with help from physical and/or human capital accumulation, and 4) increased
productivity dispersion is mainly driven by physical capital accumulation.

5 Throughout the text, we will interchangeably use labor productivity and productivity.
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(deterministic) nonparametric production frontier approach –over previous regression-

based studies that are heavily model-driven– is that is a purely data-driven method,

which does not require specification of any particular production function technology

(e.g. Cobb-Douglas or CES), nor it does not require the existence of perfectly competitive

markets or Hicks-neutral technological change. Unlike standard growth accounting, this

framework allows us to distinguish between catching-up (movements towards the frontier)

and technological change (shifts in the frontier).

Inspired by KR and HR, we employ nonparametric production-frontier methods to

theoretically derive a quinquepartite decomposition of labor productivity growth into the

components attributable to technological change, technological catch-up, capital deepen-

ing, human capital accumulation and financial development. In addition, we examine

the evolution and transformation of the worldwide labor productivity distribution from

unimodality to bimodality, which is well-known as twin-peaks convergence (see Quah

(1996a,b, 1997)). The analysis is conducted for a sample of 57 countries for which full

data are available between 1965 and 2005.

Our results confirm the KR’s and HR’s finding that technological change was non-

neutral, however, we challenge other HR’s empirical findings. In particular, we find that

a substantial part of the productivity growth attributable by HR to physical capital ac-

cumulation should, instead, be attributed to the allocative efficiency-enhancing role of

financial development. On average, the contribution of physical capital accumulation

substantially falls from 71 to 52%. This reduction is almost matched by the productivity

contribution of financial development, which equals 15%. The contributions from human

capital accumulation and technological progress slightly increase from 21.5 to 26%, and

from 11.5 to 13%, respectively. In addition, the augmentation of physical capital with

estimates capturing the allocative efficiency-augmenting role of financial intermediaries

uncovers higher inefficiency, i.e. higher distance from the best-practice frontier. Our

findings also indicate that polarization is solely driven by efficiency changes implying

movements toward or away from the frontier. Finally, the increased dispersion exhibited

by the productivity distribution from 1965 to 2005 is accounted for primarily by techno-

logical change, accompanied by financial development and/or physical and human capital

accumulation. The main results appear to be fairly robust to (1) the use of alternative

sets of financial efficiency augmentation factors, (2) restricting the sample period to that

analyzed by HR: 1965-1990, and (3) the incorporation of institutional variables comple-

mentary to financial development, which results in a sexapartite decomposition of labor

productivity change.

The rest of the paper is organized as follows. Section II describes the data and con-

struction of the financial efficiency factors with which physical capital is augmented.

Section III constructs the worldwide technology frontiers in 1965 and 2005, thereby pro-
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viding the efficiency scores, i.e. the distances from the frontier, for each of the 57 countries

considered. Section IV provides the results from the quinquepartite decomposition of pro-

ductivity growth into its components. Section V examines the components driving the

mean-preserving shifts in the world productivity distribution. Section VI provides some

sensitivity analyses and Section VII concludes.

2 Data

The data used for output, physical capital and labor are derived from the PWT ver-

sion 7.0 (Heston et al. (2011)). The number of workers is obtained as RGDPCH *

POP/RGDPWOK, where RGDPWOK is real GDP per worker. The measure of output is

calculated as RGDPWOK multiplied by the number of workers; the resulting output is in

2005 international dollars. Real aggregate investment in international dollars is computed

as RGDPL * POP * KI, where RGDPL is the real GDP computed via the Laspeyres index

and KI is the investment share of real GDP.

The major difference between the measurements of capital stock in HR using the PWT

version 5.6 versus PWT version 7.0 lies in the disaggregation of investment. In version

5.6, the investment series is disaggregated into five components: machinery, transporta-

tion equipment, residential construction, business construction, and other construction.

Different depreciation rates (see Hulten and Wykoff (1996)) are then employed in the

perpetual inventory method. Here we do not have this level of disaggregation and are

forced to use a common depreciation rate, 0.06. Following standard practice, we compute

the initial capital stock, K0, as I0/(g+ δ), where I0 is the value of the investment series in

the first year it is available, and g is the average geometric growth rate for the investment

series between the first year with available data and 1970 (see Caselli and Feyrer (2007)).

For human capital, we also update HR’s data and employ the Barro and Lee (2010)’s

average years of schooling of population over 15. Employing consistent census data from

UNESCO, Barro and Lee (2010) improve the accuracy of the level of education, which

is dissaggregated by gender and age groups. In addition, they relax the assumption of

uniform mortality rates across all age groups, which caused a downward bias in previous

estimates of educational attainment. Instead, they use new estimates of mortality rates

and completion rates dissaggregated by age and educational levels.

As in HR, in constructing the stock of human capital we adopt the Hall and Jones

(1999) procedure and the Psacharopoulos (1994) survey of wage equations evaluating the

returns to education to transform average years of schooling data into a human capital

index. Letting ǫjt represent the average number of years of education of the adult pop-

ulation in country j at time t and define labor in efficiency units in country j at time t
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by

L̂jt = HjtLjt = h (ǫjt)Ljt = eφ(ǫjt)Ljt, (1)

where φ is a piecewise linear function, with a zero intercept and a slope of 0.134 through the

fourth year of education, 0.101 for the next four years, and 0.068 for education beyond the

eighth year. From expression 1, the rate of return to education (where φ is differentiable)

can be easily obtained as follows:

∂ lnh (ǫjt)

∂ǫjt
= φ′ (ǫjt) (2)

and h (0) = 1.6

2.1 Tracing the Link between Financial Intermediary Develop-

ment and Financial Efficiency

Theory focuses on the role of financial institutions in channeling funds from savers to

investors, gathering information and allocating capital to the highest-yield investment

projects, exerting corporate control, pooling funds, managing risks and facilitating the

exchange of goods and services, and how these affect a better allocation of resources

and economic growth. Ideally, our measures of financial development should reflect these

functions provided by the financial system with the aim of enhancing the efficiency with

which capital is allocated. However, there is little consensus on how to properly measure

them, and even more so for our wide sample of countries. What the extant literature has

done so far is to use some crude proxies which, as noted by Rajan and Zingales (1998),

may miss many of the aspects thought to be pivotal to a modern financial system.7

Among all the financial development proxies employed in cross-country studies assess-

ing the finance and growth relationship, our preferred measure is private credit by deposit

money banks and other non-bank financial institutions over GDP –which we denote by

CREDIT1. Unlike other measures like gross claims on the non-financial private sector as

a percentage of GDP (PRIVY), this proxy excludes credits issued by the central and de-

6 The values of the augmentation factors (Hjt = eφ(ǫjt)) for 1965 and 2005 are provided in an unpublished
appendix, which is available in the authors’ homepages.

7 In regression-based studies, the direction of causality in the finance and growth nexus is another thorny
issue that has not yet been completely settled. For instance, King and Levine (1993b) find evidence that
the level of credit in 1960 is a good predictor of subsequent growth over the next 30 years. However, as
noted by Rajan and Zingales (1998), the financial sector may increase lending in anticipation of better
future growth opportunities. This would imply that financial development may be acting as a leading
indicator rather than as a causal factor. Arguably, this causation issue may be less of a problem within
this nonparametric production frontier approach as the conceptual quinquepartite decomposition used
to examine growth is directly derived from a production function, rather than from growth of labor
productivity.
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velopment banks.8 In addition, CREDIT1 is more comprehensive than the ratio of private

credit by deposit money banks over GDP (CREDIT2), which excludes the credit granted

by non-deposit money banks to the private sector. Not only CREDIT1 but also CREDIT2

and PRIVY exclude credit granted to the public sector and government agencies, which

are thought to be less efficient in using the funds borrowed. One traditional measure

employed as early as in Goldsmith (1969) and McKinnon (1973) is the ratio of liquid

liabilities to GDP (LLY), which entails “currency held outside the banking system plus

demand and interest-bearing liabilities of banks and non-bank financial intermediaries”.

Since one of the main functions of financial intermediaries is to channel funds from

savers to investors, we take a significant step forward in the extant literature by trying

to trace the link between these crude proxies for financial development and the efficiency

with which this function is performed. Towards this end, we regress two measures of

the efficiency with which commercial banks allocate funds from depositors to the best

investment alternatives on our four financial development proxies (CREDIT1, CREDIT2,

PRIVY and LLY).9 The first indicator, net interest margin, is the accounting value of a

bank’s net interest revenue as a share of its total earning assets. The second indicator,

overhead costs, equals the accounting value of a bank’s overhead costs as a share of

its total assets.10 Both measures are constructed by Beck et al. (2010) as unweighted

averages across all banks in a country for a given year and the source of the individual

banks’ balance sheets data is Fitch IBCA’s Bankscope Database and other individual

country sources. The time coverage for these financial efficiency measures is 1987-2005.11

8 As noted by King and Levine (1993b), PRIVY may be problematic since it may indirectly capture
the extent of public sector borrowing from the central bank rather than the type of financial services
stressed above.

9 As explained in the Financial Structure Database (see Beck, Demirgüç-Kunt and Levine (2000) and
Beck et al. (2010)), which is our main source for the financial development data, end-of-year financial
balance sheet variables are deflated by the end of year consumer price index (CPI) and GDP series
by the annual CPI. This is because financial balance sheet items are measured at the end of the year,
while GDP flows are measured over the year. The average of the real financial variable in years t and
t− 1 is computed, which is then divided by real GDP measured in year t.

10 As noted by Beck et al. (2010), higher levels of net interest margins and overhead costs imply lower
levels of intermediation efficiency, as given by the higher wedge between lending and deposit interest
rates. In addition, Greenwood et al. (2010a) and Greenwood et al. (2010b) emphasize the fact that
increases in the efficiency of financial intermediation due to improved information production will be
translated into lower costs of intermediation (i.e. lower spread between the internal rate of return
accruing to the investor and the return on savings received by savers). Thus, we can argue that
net interest margin and overhead costs may be good proxies for these costs of intermediation, which
include ex-ante screening and ex-post monitoring of projects, the costs of misappropriation of funds
by management and related financial frictions.

11 Using data from the small and medium-size firm lending division of a large multinational bank that
operates in 15 emerging economies, Liberti and Mian (2010) estimate a country’s collateral spread
as the difference in collateralization rates between high and low-risk loans. They find evidence that
improvements in the level of financial development leads to a substantial reduction in the collateral
spread. Arguably, collateral spread would constitute an attractive measure of financial intermediation
efficiency, but lack of data on a cross-country basis prevents us from using it as a complement to net

interest margin and overhead costs.

8



For the construction of the financial efficiency augmentation factors that interact phys-

ical capital, we employ a piecewise linear function with a varying slope for different finan-

cial development regimes, which translates into the following specification:

ln(Financial Efficiency)j = α+β0FDj+β1FDj×LRj+β2FDj×HRj+Xj+εj (3)

where Financial Efficiency is measured as the inverse of either net interest margin

or overhead costs averaged over the period 1987-2005, FD represents any of our four crude

proxies for financial development averaged over the period 1965-2005, and X stands for

a set of control variables that includes the log of initial GDP per capita (ly65) and the

government ownership share of banks in 1970 (GB70).12 In order to allow for the different

effect of financial development levels on financial intermediation efficiency, we define three

regions of financial development: low, middle and high.13 This is captured in specification

3 through low region (LR) and high region (HR) dummy variables such that LR equals

1 if FD is below a certain lower threshold and zero otherwise. Likewise, HR equals 1 if

FD is above a certain upper threshold and zero otherwise. Once these dummy variables

interact with the variable FD, the effect of financial development on financial efficiency

in the low, middle and high regions are β0+β1, β0, and β0+β2, respectively. Since these

thresholds are unknown a priori, we place the lower and upper thresholds at the 25th and

75th percentiles of the distribution of each financial development measure.14

12 This variable stems from La Porta et al. (2002) and is defined as the share of the assets of the top
ten banks in a given country owned by the government in 1970. According to political theories,
ownership of banks by governments enables them to fund inefficient but politically attractive projects,
with the negative repercussions that may bring on financial efficiency. In addition, to allow for the
possibility that cross-country differences in income are not driving the financial development and
financial efficiency nexus, the log of initial GDP per capita is included. A further reason for doing
so is that growth theory modeling the effect of finance assumes the existence of fixed costs for credit
markets to be operational, which can be only afforded when the economy reaches a minimum size.

13 There are some theoretical justifications for allowing for a varying effect of financial development
levels on the efficiency with which savings are allocated to those projects with the highest returns.
For instance, Acemoglu and Zilibotti (1997) emphasize the importance of economies of scale in this
process since high-return projects tend to be indivisible and require a minimum size. Bencivenga and
Smith (1991) and Saint-Paul (1992) propose theoretical models in which the shift from highly liquid
but low-productive assets to less liquid but highly productive ones is facilitated by the scale of liquidity
risk elimination. In models such as Greenwood and Jovanovic (1990) where financial intermediaries
emerge to perform the task of gathering information about the best investment alternatives, a minimum
financial sector size makes this process less costly. Besides information costs, Bencivenga et al. (1995)
stress the role of trading costs in raising market liquidity. In this setting, long-gestation projects,
though enjoying higher returns, require the transfer of ownership throughout their duration. Liquidity
levels above a certain threshold reduce the cost of exchanging ownership, thus inducing a shift to
long-gestation, high-yield, technologies.

14 A similar strategy has been followed by Rioja and Valev (2004) for the analysis of the effect of different
regimes of financial development on economic growth. Their results point to the highest positive effect
in the middle region compared to the high region, while an uncertain effect for the low region. Their
results hold remarkably well when they vary the location of the low and high thresholds.
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Table 1 presents the estimation results of three models for each of the financial effi-

ciency measures, where the financial development proxy taken as dependent variable is

CREDIT1.15 We report the sum of coefficients for the three regions and the p-values

associated with the null hypothesis of non-significance of the sum of coefficients when ap-

propriate. Model 1 only controls for CREDIT1 and an intercept. The evidence points to

a significantly positive effect of financial development on financial efficiency for the middle

and high regions at the 1% significance level, while the effect for the low region is also

positive but insignificant at the 90%-confidence level. Interestingly, the positive effect in

the middle region is larger than in the high region, and the F-statistic points to the joint

significance of the coefficients on CREDIT1 for the three regions. This gives support to

the use of a piecewise linear function with a different slope for each of the financial de-

velopment regimes, when constructing the financial efficiency factors with which physical

capital is augmented. In addition, the variability in financial efficiency that is explained

with CREDIT1 equals 45%. As can be observed in Table 1, these results are robust to the

inclusion of initial GDP and GB70 as additional controls as well as to the use of overhead

costs as an alternative measure of financial efficiency.16

[Insert Table 1 about here]

Once we have estimated the coefficients capturing the positive effect of financial de-

velopment on the efficiency with which commercial banks channel funds from savers to

investors, we are in a position to define physical capital in efficiency units in country j at

time t by:

K̂jt = FjtKjt = f(FDjt)Kjt = eψ(FDjt)Kjt, (4)

where ψ is a piecewise linear function that depends on the estimated effect of financial

development levels on financial efficiency, with a zero intercept and slope coefficients

obtained from the estimation of specification 3. Arguably, we can measure the return to

financial development in terms of financial efficiency as:

∂ ln f (FDjt)

∂FDjt

= ψ′ (FDjt) , (5)

where f(0) = 1, which would indicate that in a country with no financial development,

physical capital is not augmented.

15 Similar results follow for the three other financial development proxies. To save space these results are
not reported, but are provided in the unpublished appendix.

16 The results remain also robust to moving the lower and upper thresholds to the left and right of our
preferred threshold choice, i.e. 20th/80th and 30th/70th percentiles, respectively. These unreported
results are available in the unpublished appendix.
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Table 2 lists the 57 countries included in the analysis along with the values of the

financial efficiency augmentation factors for 1965 and 2005 derived from model 3, with

net interest margin used as the financial efficiency measure.17 Remarkably, the financial

efficiency augmentation factor appears to increase over this 40-year period in most of the

countries, with the exceptions of Cote d’Ivoire, Italy, Mexico, Norway, Sierra Leone and

Syria, where financial efficiency has slightly fallen.

[Insert Table 2 about here]

In addition, Figure 1 depicts the distributions of the financial efficiency augmentation

factors in 1965 and 2005.18 Besides exhibiting an increase in the mean level of financial

efficiency, Figure 1 shows that there has been a substantial increase in dispersion in the

distribution over the 40-year period considered. While the 1965 distribution exhibits a

large probability mass concentration around relatively low values, the 2005 distribution

spreads over a much larger range of values. This entails that many countries have seen

their levels of financial efficiency substantially increased. In fact, a formal statistic testing

for the equality of both distributions (which will be explained below) rejects the null

hypothesis of distributional equality at the 1% level (p-value=0.000).

[Insert Figure 1 about here]

3 Construction of the Technology Frontier and Effi-

ciency Scores

3.1 Data Envelopment Analysis

We construct the world production-frontier19 and the associated efficiency levels of indi-

vidual economies (distances from the frontier) nonparametrically.20 The basic idea is to

envelop the data in the smallest convex cone, where the upper boundary of this set repre-

sents the “best practice” production-frontier. One of the major benefits of this approach

17 Though focusing in the main body of the paper on the evidence obtained with this particular set of
augmentation factors, we will check the sensitivity of all our results to the use of alternative financial
efficiency augmentation factors obtained from the different combinations between our two financial
efficiency measures and four financial development proxies. In addition, fairly similar results would
follow throughout the empirical analysis if we built the financial efficiency augmentation factors from
models like 1 and 2 in Table 1.

18 Throughout the text, the distributions are nonparametric kernel-based density estimates.
19 For expositional purposes, we refer to the world production frontier even if we are analyzing only a

subsample consisting of 57 countries for which full data were available. To the extent that industrialized
countries are likely to construct the true world frontier, this distinction becomes less important. In
fact, as reported below, the three frontier economies in 2005 (Belgium, Norway and Singapore) are all
well developed.

20 The reader is referred to Färe et al. (1985) for details on Data Envelopment Analysis.
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is that it does not require prior specification of the functional form of the technology. It

is a data-driven approach, implemented with standard mathematical programming algo-

rithms, which allows the data to tell the form of the production function.

Our technology contains five macroeconomic variables: aggregate output and four ag-

gregate inputs – labor, physical and human capital, and financial development.21 Let

〈Yit, Kit, Lit, Hit, Fit〉, t = 1, 2, . . . , T , i = 1, 2, . . . , N , represent T observations on these

five variables for each of the N countries. We adopt a standard approach in the macroeco-

nomic literature and assume that human capital enters the technology as a multiplicative

augmentation of physical labor input. Furthermore, as motivated above, we consider

financial development to multiplicatively augment physical capital so that our NT ob-

servations are 〈Yit, K̂it, L̂it〉, t = 1, 2, . . . , T , i = 1, 2, . . . , N , where L̂it = LitHit and

K̂it = KitFit are the amounts of labor and capital input measured in efficiency units in

country i at time t. The constant returns to scale technology for the world in period t is

constructed by using all the data up to that point in time as

Tt =





〈
Y, L̂, K̂

〉
∈ ℜ3

+|Y ≤
∑
τ≤t

∑
i

ziτYiτ ,

L̂ ≥
∑
τ≤t

∑
i

ziτ L̂iτ ,

K̂ ≥
∑
τ≤t

∑
i

ziτK̂iτ ,

ziτ ≥ 0 ∀ i, τ





, (6)

where ziτ are the activity levels. By using all the previous years data, we preclude implo-

sion of the frontier over time. It is difficult to believe that the world technological frontier

could implode or that the stock of knowledge decays. Thus, following an approach first

suggested by Diewert (1980), we chose to adopt a construction of the technology that

precludes such technological degradation.

The Farrell (1957) (output-based) efficiency index for country i at time t is defined by

E(Yit, L̂it, K̂it) = min
{
λ |

〈
Yit/λ, L̂it, K̂it

〉
∈ Tt

}
. (7)

This index is the inverse of the maximal proportional amount that output Yit can be

expanded while remaining technologically feasible, given the technology and input quan-

tities. It is less than or equal to unity and takes the value of unity if and only if the

it observation is on the period-t production-frontier. In our special case of a scalar out-

put, the output-based efficiency index is simply the ratio of actual to potential output

evaluated at the actual input quantities.

21 To easy exposition, financial development refers to the allocative efficiency-enhancing role of financial
intermediaries when channelling resources from savers to the best investment projects, as captured by
our financial efficiency augmentation factors.

12



3.2 Efficiency Scores and Technological Catching-up

Table 3 reports the efficiency scores of each of the 57 countries for 1965 and 2005. The

scores are presented for two cases where capital stock is measured in efficiency units (i.e.

augmented by financial development), and where it is not. Remarkably, even though the

mean efficiency score in 1965 slightly falls from 0.70 to 0.69 due to the incorporation of the

allocative efficiency effect of financial development, there is some unmasked heterogeneity

across countries. For 28 countries the efficiency index increases, whereas for 18 countries it

decreases and remains unaltered for the rest. We also point out the fact that incorporating

financial development makes Canada and France move to the 1965 frontier, while Costa

Rica and the U.S. are no longer on the 1965 frontier. Irrespective of the inclusion of

financial development, Nepal, the Netherlands, Sierra Leone, Syria and the U.K. remain

situated on the 1965 frontier.22

In addition, the mean efficiency score in 2005 appears to fall from 0.64 to 0.60 when

we include financial development. This suggests that the augmentation of physical capital

with an estimate for the efficiency-enhancing role of financial intermediaries in allocating

resources increases, on average, the distance from the best-practice frontier. By incor-

porating financial development into the analysis, Belgium and Norway replace the U.K.

as 2005 frontier economies, while Singapore remains on the frontier. As with mean ef-

ficiency, the same pattern of increasing inefficiency in 2005 due to the incorporation of

financial development appears in most of the countries (34 in total). In addition, we find

higher efficiency levels for 18 countries while unchanged efficiency scores for the remaining

economies.

[Insert Table 3 about here]

Figure 2 plots the distributions of the efficiency index in 1965 and 2005. Besides

showing a fall in mean efficiency between 1965 and 2005, this Figure depicts the existence

of a substantial shift of probability mass away from near the frontier towards the lower

end of the distribution. Indeed, visual inspection of the 2005 efficiency distribution gives

some evidence of bimodality, with the lower mode being slightly greater than the higher

mode. This further reflects the widespread tendency for economies to move away from

the frontier due to efficiency losses over this 40-year period, irrespective of their level of

development. It will thus be interesting to analyze below whether polarization in efficiency

levels drives the possible emergence of bimodality in the distribution of labor productivity.

[Insert Figure 2 about here]

22 As noted by KR, a country like Sierra Leone characterized by a very small factor endowment can be
on the frontier to the extent that it makes an efficient use of its meager factor endowment. So it is the
lack of factors rather than efficiency losses the reason why this country is so poor.
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Moreover, the assumptions of constant returns to scale along with the labor augmenta-

tion of human capital and the finance-driven allocative efficiency augmentation of physical

capital enable us to build production frontiers in the ŷ − k̂ space, where ŷ = Y/L̂ and k̂

= K ·F/L̂ represent the ratio of output to effective labor and the ratio of efficiency units of

physical capital to effective labor, respectively. Figure 3 superimposes the 1965 and 2005

technology frontiers under the assumption of no technological regress. One remarkable

feature that derives from Figure 3 is the fact that the production frontier shifts upwards

from 1965 to 2005, but not by the same proportion for every value of k̂. This implies that

technological change is not Hicks-neutral. Rather, we observe that the largest shifts of

the production frontier occur at high levels of capitalization, as in KR and HR.

[Insert Figure 3 about here]

4 Quinquepartite Decomposition of Labor Produc-

tivity Change

4.1 Conceptual Decomposition

We decompose labor productivity growth between base (b) and current (c) points in time

into components attributable to (1) efficiency changes (catching-up), (2) technological

change, (3) physical capital deepening, (4) human capital accumulation and (5) allocative

efficiency from financial development. We first note that constant returns to scale allows

us to construct the production-frontiers in ŷ × k̂ space, where ŷ = Y/L̂ and k̂ = K̂/L̂.

Since by definition the efficiency index is simply the ratio of actual to potential output

evaluated at the actual input quantities, the potential outputs per efficiency units of labor

in the two periods are given by yb(k̂b) = ŷb/eb and yc(k̂c) = ŷc/ec, where eb and ec are

the values of the efficiency indexes in the respective periods as calculated in (7) above.

Accordingly,
ŷc
ŷb

=
ec
eb

·
yc(k̂c)

yb(k̂b)
. (8)

Define four different levels of efficiency units of capital per efficiency level of labor. Let

k̃FHc = KcFb/(LcHb) denote the ratio of capital to labor measured in efficiency units under

the counterfactual assumption that both human capital and financial development had not

changed from their base period, k̃Hc = KcFc/(LcHb) the ratio of capital to labor measured

in efficiency units under the counterfactual assumption that only human capital remained

at its base-period level, k̃FHb = KbFc/(LbHc) the ratio of capital to labor measured in

efficiency units under the counterfactual assumption that both human capital and financial

development were equal to their current-period levels, and k̃Hb = KbFb/(LbHc) the ratio
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of capital to labor measured in efficiency units under the counterfactual assumption that

only human capital was equal to its current-period level. Then yb(k̃
FH
c ), yb(k̃

H
c ) are

the potential outputs per efficiency unit of labor at k̃FHc and k̃Hc using the base-period

technology, and yc(k̃
FH
b ), yc(k̃

H
b ) are the potential outputs per efficiency unit of labor

at k̃FHb and k̃Hb using the current-period technology. By multiplying the numerator and

denominator of (8) alternatively by yb(k̂c)yb(k̃
FH
c )yb(k̃

H
c ) and yc(k̂b)yc(k̃

FH
b )yc(k̃

H
b ), we

obtain two alternative decompositions of the growth of ŷ

ŷc
ŷb

=
ec
eb

·
yc(k̂c)

yb(k̂c)
·
yb(k̃

FH
c )

yb(k̂b)
·
yb(k̂c)

yb(k̂
H
c )

·
yb(k̂

H
c )

yb(k̃
FH
c )

, (9)

and
ŷc
ŷb

=
ec
eb

·
yc(k̂b)

yb(k̂b)
·
yc(k̂c)

yc(k̃
FH
b )

·
yc(k̃

H
b )

yc(k̂b)
·
yc(k̃

FH
b )

yc(k̃
H
b )

. (10)

The growth of productivity, yt = Yt/Lt, can be decomposed into the growth of output per

efficiency unit of labor and the growth of human capital, as follows:

yc
yb

=
Hc

Hb

·
ŷc
ŷb
. (11)

Combining (9) and (10) with (11), we obtain

yc
yb

=
ec
eb

·
yc(k̂c)

yb(k̂c)
·
yb(k̃

FH
c )

yb(k̂b)
·

[
yb(k̂c)

yb(k̂
H
c )

·
Hc

Hb

]
·
yb(k̂

H
c )

yb(k̃
FH
c )

(12)

≡ EFF × TECHc ×KACCb ×HACCb × FKACCb,

and

yc
yb

=
ec
eb

·
yc(k̂b)

yb(k̂b)
·
yc(k̂c)

yc(k̃
FH
b )

·

[
yc(k̃

H
b )

yc(k̂b)
·
Hc

Hb

]
·
yc(k̃

FH
b )

yc(k̃
H
b )

(13)

≡ EFF × TECHb ×KACCc ×HACCc × FKACCc.

These identities decompose the growth of labor productivity in the two periods into

changes in efficiency, technology, the capital-labor ratio, human capital accumulation

and financial development. The decomposition in (9) measures technological change by

the shift in the frontier in the output direction at the current-period effective capital to

effective labor ratio, whereas the decomposition in (10) measures technological change

by the shift in the frontier in the output direction at the base-period effective capital

to effective labor ratio. Similarly, (12) measures the effect of physical, human capital

accumulation, and financial development along the base-period frontier, whereas (13)

measures the effect of physical, human capital accumulation, and financial development
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along the current-period frontier.

These two decompositions do not yield the same results unless the technology is Hicks

neutral. In other words, the decomposition is path dependent. This ambiguity is resolved

by adopting the “Fisher Ideal” decomposition. This is based on geometric averages of

the two measures of the effects of technological change, capital deepening, human capital

accumulation and financial development and obtained mechanically by multiplying the nu-

merator and denominator of (8) by
(
yb(k̂c)yb(k̃

FH
c )yb(k̃

H
c )

)1/2 (
yc(k̂b)yc(k̃

FH
b )yc(k̃

H
b )

)1/2

:

yc
yb

= EFF × (TECHb · TECHc)1/2 × (KACCb ·KACCc)1/2 (14)

×(HACCb ·HACCc)1/2 × (FKACCb · FKACCc)1/2

≡ EFF × TECH ×KACC ×HACC × FKACC.

4.2 Empirical Results

For comparison purposes, we present the results of the decomposition both with and with-

out financial development. The change in labor productivity of each country is reported

in the second column of Table 4, while the contributions in percentage terms of changes

in each of the five components appear in columns 3 to 7.23 Likewise, the first row for each

country reports the results from the quinquepartite decomposition, while the second row

omits the contribution of financial development.

[Insert Table 4 about here]

The analysis based on the quinquepartite decomposition substantially modifies the

outcomes when financial development is not incorporated. We find that, on average, a

substantial part of the productivity growth attributable to physical capital accumulation

should, instead, be attributed to the allocative efficiency-enhancing role of financial devel-

opment. On average, the contribution of physical capital accumulation to the 112% labor

productivity change falls substantially from 71 to 52%. This reduction is almost matched

by the productivity contribution of financial development, which equals 15%. The con-

tributions from human capital accumulation and technological progress slightly increase

from 21.5 to 26%, and from 11.5 to 13%, respectively. In addition, the incorporation of

financial development uncovers higher inefficiency due to larger efficiency losses (-8.7 vs.

-3.9%) over the 40-year period. Hence, part of the productivity change attributable to

lower efficiency losses should, instead, be assigned to the allocative efficiency-enhancing

effect of financial intermediaries. This accords with the theoretical model and empirical

23 These contributions in percentage terms can be easily transformed into indices using the formula
(PERCENTAGE/100 + 1) so that Equation 14 holds.
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findings presented by Aghion et al. (2005), who stressed the pivotal role for high levels of

financial development in bringing technological catch-up to the best-practice frontier.24

It is also interesting to note that for some countries like Bolivia, Chile and Kenya, fi-

nancial development emerges as the main growth engine, while for Canada, Egypt, India,

Nepal, South Africa, Sri Lanka, Switzerland, Thailand and the U.S., financial develop-

ment appears to be the second major contributor to productivity growth. In addition,

financial development is the third main driver of labor productivity change (though with

a contribution very close to the second major contributor) in Iceland, Malaysia, Mauri-

tius, New Zealand, Panama, Philippines, Trinidad and Tobago, the U.K. and Uruguay.

This indicates that it is not only the mere accumulation of physical capital that matters

for productivity growth, but also the efficiency with which resources are allocated to the

most productive use.

Table 5 presents mean changes in labor productivity along with the contribution to

productivity change of the five components for five country groups.25 The OECD group

exhibits above-average productivity growth due to higher technological progress than

the world average, while the contributions of physical capital accumulation and financial

development appear below average. Regarding the Asian Tigers, productivity has almost

quadrupled due to the high contribution from physical capital accumulation and financial

development in Malaysia and Thailand, the efficiency gains in Japan and Singapore,26 and

the slightly above-average contributions from technological progress and human capital

accumulation. The poor growth performance in Latin America is caused primarily by

large efficiency losses and near zero technological progress. This appears to counteract the

near-average contribution of factor accumulation and financial development. The dismal

Africa’s performance is caused by large efficiency losses and almost zero technological

24 For Aghion et al. (2005), financial underdevelopment takes the form of an agency problem that limits
the innovators’ access to external finance. The specific mechanism implies that successful innovators
can defraud their creditors by hiding their profits from innovating, at a cost that rises with the level
of financial development.

25 The results for different country groupings should be taken as suggestive, but never as conclusive given
the small size of some of the groups.

26 According to Shin (1996), the basis for Japan’s catching-up to the forerunners (the UK and the
U.S.) was institutional development and the technological advancement caused by internal knowledge
creation through reverse engineering and in-house R&D. The building of a successful innovation system
was helped by the import of technology in the 1950s and 1960s as well as by the advanced educational
system and enterprise training. Interestingly, postwar protection policy limited the role of foreign
direct investment (FDI) in Japan’s catch-up process. Rather the opposite, Japan has increased its
share of overseas investment, mainly in other newly industrialized Asian countries and more recently
in the ASEAN countries due to their lower wages (see Edgington and Hayter (2000)). Though also
important in Japan, particularly before 1980, export promotion of manufactured goods has been the
main driving force for the catch-up process of Singapore since the change in industrial policy from
import substitution in the 1960s. By the mid-1990s, Singapore became both trade and service centers
(particularly in banking). According to Lim and McAleer (2002), rapid inflows of FDI into Singapore,
bringing advanced technology and managerial skills, in addition to a stable macroeconomic environment
were also key to the catching-up process.
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progress, with physical capital deepening and financial development contributing slightly

above the world average. Finally, it is important to note that financial development

has contributed relatively less to productivity growth in advanced countries (as indicated

by the mean OECD figures and that of Japan) relative to less developed and emerging

economies (as captured by the non-OECD category excluding Japan). Therefore, other

things being equal, less developed countries in the sample appear, on average, to have

benefited more from financial development.27

[Insert Table 5 about here]

In order to have a preliminary picture about which of these productivity growth com-

ponents may have contributed to narrowing down the productivity gap between rich

and poor countries, we plotted the five components against output per worker in 1965.

GLS regressions do not support the existence of a statistically significant reduction of

productivity disparities across countries. Technological progress appears to have substan-

tially widened international productivity disparities, thus counteracting the tendency for

physical capital accumulation and financial development to narrowing down cross-country

productivity inequalities.28 Since these preliminary conclusions are based on first-moment

characterizations of the productivity distribution and are vulnerable to Quah’s critique,

we now turn to examine the evolution of the entire cross-section distribution of labor

productivity.

5 Distributional Analysis

We now shift the focus to examine the degree to which each of the five components of

productivity change accounts for the shifts in the productivity distribution. Figure 4

presents a plot of the distributions of labor productivity for our sample of 57 countries

in 1965 and 2005. The solid and dashed curves represent the distributions in both years,

with their corresponding mean values shown as vertical lines. By visually inspecting both

distributions we observe that (1) there is a transformation from unimodality to bimodality

in the productivity distribution, (2) there is a substantial rise in average levels of output

per worker over the 40-year period and (3) there is a significant rise in the dispersion of

the distribution.

[Insert Figure 4 about here]

27 This does not necessarily imply that financial development is good in all early stages. If we conceive
growth as a dynamic process along the lines of Galor (2005)’s unified growth theory, it is conceivable
that financial development is important, but additional conditions may need to be met before financial
development becomes beneficial.

28 To conserve space, we do not report these plots, which are available in the unpublished appendix.
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The 2005 distribution clearly reflects the emergence of a mode entailing a large gain in

probability mass at the upper-middle-productivity level, while a sharp fall in probability

mass at lower-middle-productivity levels. This appears to fully accord with Quah’s twin-

peaks convergence hypothesis that postulates that the middle-income group of countries

vanishes due to their shifts towards the upper end of the distribution, thus giving rise to

the richer peak. Applying the test developed by Silverman (1981)29 to both productivity

distributions, we fail to reject the null hypothesis of a single mode for the 1965 distribution

(p-value=0.740), while we reject the null of one mode at the 1% significance level (p-

value=0.000) for the 2005 distribution.30

In what follows, we will characterize the polarization of the labor productivity dis-

tribution as well as the rise in dispersion in terms of the quinquepartite decomposition

results, paying particular attention to the financial development component. In order to

separate the effect of each of the five components on the change in mean productivity

from the transformation of the distribution in terms of shape and dispersion, we follow

HR by considering mean-preserving shifts of the productivity distribution. Hence, from

now onwards we work with the 1965 and 2005 distributions of deviations from the pro-

ductivity mean yt − ỹ, where ỹ is the productivity mean in year t, thereby implying that

each distribution has zero mean.

By using the quinquepartite decomposition of productivity growth, we rewrite Equa-

tion 14 as follows:

yc = (EFF × TECH ×KACC ×HACC × FKACC)× yb, (15)

where b = 1965 and c = 2005. Accordingly, the labor productivity distribution in 2005

can be constructed by consecutively multiplying the labor productivity distribution in

1965 by each of the five components. To isolate the impact of each component, we create

counterfactual distributions by sequentially introducing each of these factors. They can

then be compared to the actual 2005 distribution.

In each panel of Figures 5-7, the solid curve is the estimated 1965 distribution of output

per worker and the dashed curve represents the estimated 2005 distribution, whereas the

counterfactual distributions are shown as dotted curves. For instance, one can assess

the mean-preserving shift of the labor productivity distribution due solely to efficiency

changes (catching-up) by examining the counterfactual distribution of the variable:

yE = EFF × yb (16)

29 Here and below, we employ the calibrated version of the Silverman test by Hall and York (2001), which
exhibits better properties in finite samples.

30 We discard the possibility of more than two modes in the 2005 distribution, since we fail to reject the
null hypothesis of two modes versus the alternative of more than two modes (p-value=0.744).
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with its mean extracted, and assuming no technological change, no physical and human

capital accumulation and no financial development. This is shown in Panel A of Figure

5. We then include sequentially more components in the counterfactual distribution to

isolate their effects. Hence, when we include physical capital accumulation in yE, we have:

yEK = (EFF ×KACC)× yb = KACC × yE, (17)

drawn in Panel B of Figure 5. The additional effect of human capital accumulation on

the distribution yEK can be assessed by multiplying by HACC such that:

yEKH = (EFF ×KACC ×HACC)× yb = HACC × yEK , (18)

drawn in Panel C. Finally, Panel D incorporates the effect of financial development in

yEKH such that:

yEKHF = (EFF ×KACC ×HACC × FKACC)× yb = FKACC × yEKH , (19)

[Insert Figure 5 about here]

We perform the calibrated version of the Silverman (1981) multimodality test to sta-

tistically assess which component (or set of components) causes bimodality in the 2005

productivity distribution. We use the bootstrapped version of the Li (1996) test to dis-

tinguish the component (set of components) that contributes to overall changes in the

distribution of labor productivity, paying particular attention to variations in disper-

sion.31 The Silverman (1981) and Li (1996) tests’ results are reported in Tables 6 and 7,

respectively.

Table 6 shows evidence that efficiency changes alone can account for the emergence of

bimodality in the distribution. In fact, rows 3-7 in Table 6 introduce just one of the five

components separately, and we are only able to reject the null hypothesis of unimodality

at the 5% significance level or better for row 3 of Table 6.32 Not surprisingly, when

we incorporate the contribution of the four other components one at a time to that of

efficiency changes, we are equally able to reject the null of unimodality at the 1% level

(rows 8 to 11 of Table 6). Likewise, when efficiency changes are interacted with the

contribution of either two other components (rows 18 to 23 of Table 6) or three other

components (rows 28 to 31 of Table 6), the strong rejection of the null of a single mode

remains.

31 If f and g are these distributions, this statistic tests the null hypothesis H0 : f(x) = g(x) for all x,
against the alternative H1 : f(x) 6= g(x) for some x. See the (unpublished) methodological appendix
for a more detailed account of the construction of this test.

32 In contrast, in HR analysis, efficiency changes needed the help of physical capital or human capital
accumulation to reject the unimodality null hypothesis at the 5% significance level.
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[Insert Table 6 about here]

Figure 5 clearly backs up the above results for the ordering given in Equations 16 to

19. Visual inspection of Panel A appears to indicate the emergence of bimodalism in this

counterfactual distribution due only to the effect of international efficiency changes. This

is further supported by the Silverman test result in row 3 of Table 6. Panels B to D incor-

porate sequentially the effects of physical capital deepening, human capital accumulation

and financial development. These panels exhibit even more clearly the presence of twin

peaks in the international productivity distribution, with a higher distance between the

rich and poor modes. This in turn illustrates the strong rejections of the null of a single

mode with the Silverman test in rows 9, 21 and 31 of Table 6.

[Insert Table 7 about here]

In Figure 6 we change the sequence of introducing the factors. We start with physi-

cal capital accumulation, followed by technological change, efficiency changes and human

capital accumulation. Panel A shows that the incorporation of physical capital accumu-

lation hardly changes the shape of the 1965 distribution, illustrating the test result in

row 5 of Table 6. Panel B further incorporates the effect of technological progress, but

bimodalism does not emerge yet. This appears in line with the test result in row 12

of Table 6. However, increased dispersion is a distributional feature that emerges when

technological change is introduced. We will come to this point below. And again, it is

not until the introduction of the contribution of efficiency changes in Panel C that we

are able to observe the emergence of twin peaks. This corroborates the test result in

row 18 of Table 6. When we further incorporate the effect of human capital accumulation

bimodalism is even more apparent, as the distance between the rich and the poor becomes

higher. This supports the test result in row 28 of Table 6 that strongly rejects the null

hypothesis of a single mode.33

[Insert Figure 6 about here]

The Li (1996) test provides evidence that technological change, when combined with

either physical or human capital accumulation or financial development, is the primary

contributor to the overall change in the shape and dispersion of the productivity distri-

bution from 1965 to 2005 (rows 11 to 13 of Table 7). This sharply contrasts with HR

findings pointing to physical capital accumulation as the main driving force in accounting

for the overall change in the distribution. In addition, most other instances where the null

hypothesis of distributional equality clearly fails to be rejected (in these cases at higher

33 Essentially the same results follow when we alter the ordering in the addition of the contribution of
each component to the mix.
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significance levels than 5%) occur when technological change is combined with either two

of those components (rows 23 to 25 of Table 7) or the three of them (row 31 of Table 7).

These facts are broadly illustrated in Figure 7 for the following sequence: technological

change, financial development, physical capital accumulation and efficiency changes. As

shown in Panel A, the dispersion of the distribution substantially increases after incor-

porating technological change. Panels B and C that sequentially introduce the effect of

financial development and physical capital accumulation also exhibit a further increase

in dispersion, thus approaching the level of the 2005 distribution. In both cases, as sup-

ported by the test results in rows 13 and 24 of Table 7, we fail to reject the null hypothesis

of identity of the counterfactual and actual 2005 distributions at the 1% and 5%, respec-

tively. Finally, Panel D incorporates the additional effect of efficiency changes that brings

about bimodalism. This is clearly supported by the rejection of the null of a single mode

for the specification with the four components (row 29 compared to row 25 of Table 6).

[Insert Figure 7 about here]

In sum, the evidence from the counterfactual distributional analysis and statistical

tests in Tables 6 and 7 indicates that polarization is primarily driven by efficiency changes,

while the increased dispersion exhibited by the productivity distribution from 1965 to

2005 is explained predominantly by technological change, with some help from financial

development and/or physical and human capital accumulation.

6 Sensitivity Analyses

Having presented the results for a specific set of financial efficiency augmentation factors

obtained from the regression of net interest margin on CREDIT1 for a sample of 57

countries over the period 1965-2005, we now shift the focus to present the summary results

from a wide array of sensitivity analyses. These exercises allow us to check the robustness

of our findings to the following changes: (1) the inclusion of alternative sets of financial

efficiency augmentation factors obtained from the different combinations between the two

financial efficiency measures and the four financial development proxies considered, (2) the

investigation of the shorter period 1965-1990 analyzed by HR, and (3) the incorporation

of institutional variables thought to be complementary to financial development, which

results in a sexapartite decomposition of labor productivity growth.

Due to space limitations, we present only the aggregate results (average efficiency

scores and the contribution of each component to productivity change). The reader can

find the detailed results of the country-specific efficiency scores and production frontier

calculations, the decomposition of productivity change and the distributional analysis in

an unpublished appendix available in the authors’ homepages.
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6.1 Alternative financial efficiency augmentation factors

Table 8 shows the same tendency for the average efficiency score to decrease (particularly

in 2005) after the incorporation of the alternative financial efficiency augmentation factors

as found in our baseline results. Likewise, the average contribution to productivity growth

attributable to physical capital accumulation substantially falls from about 71 to 54% or

less. This sliced contribution almost matches the contribution assigned to the allocative

efficiency-enhancing role of financial development, which ranges from 14% with CREDIT2

to 15-17% with PRIVY and LLY. As with our baseline results, the contribution of effi-

ciency changes falls, which indicates that efficiency changes capture the favorable effect

of financial development on the catching-up to the frontier. Furthermore, the contribu-

tion from technological change and human capital accumulation exhibit a minor increase.

From the (unreported) distributional analysis, we find again that efficiency changes alone

are able to drive bimodality in the 2005 distribution, while technological progress with

the help of financial development and/or physical and human capital accumulation are

crucial in explaining the increased dispersion in the 2005 distribution.

[Insert Table 8 about here]

In order to provide the share of overall productivity growth attributed to each com-

ponent on a 100% scale, we take logs of both sides of our decomposition (14). We then

calculate the percentages of the mean contributions of respective factors to the log of

the productivity ratios, with b equaling the first year of the time period and c the final

year, and compute averages across the countries included in the sample. As shown in Ta-

ble 9, the mean percentage contribution of financial development to productivity growth

over the period 1965-2005 appears to be about 20%. This roughly corresponds to the

reduction (from about 70 to 54%) that the contribution of capital deepening experiences

when financial efficiency augmentation factors are incorporated. Still, physical capital

accumulation appears to be the main growth engine over the 40-year period, while human

capital accumulation continues as the second main driver of productivity growth, with a

contribution of about 34%. In addition, about 18% of overall growth can be attributed to

technological change, while efficiency changes have retarded growth by a range between

25 and 30%.

[Insert Table 9 about here]

6.2 1965-1990 period

Fairly similar results are obtained when we restrict the analysis to the period 1965-1990

analyzed by HR. As shown in Panel D of Table 9, the percentage contribution attributable
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to financial development equals 18.5%, while the percentage contribution of physical cap-

ital accumulation falls from 84% to about 68% after incorporating financial development.

As with the full period analysis, the contributions from human capital accumulation and

technological change slightly increase from 29.5 to 34%, and from 13.5 to 16%, respec-

tively. Again, the incorporation of financial development uncovers higher inefficiency,

with a percentage contribution from efficiency changes shifting from -27 to -36%. Sim-

ilar results follow when we employ alternative sets of financial efficiency augmentation

factors obtained using CREDIT2, PRIVY and LLY. Distributional analysis suggests that

bimodality is again solely driven by efficiency changes, and increased dispersion is caused

by technological change, with some help from human and physical capital accumulation,

and to a less extent from financial development.

6.3 Institutional and legal environment

We now proceed to assess the effect of some institutional and legal variables that are

thought to be complementary to financial development. The incorporation of institu-

tional variables into our previous decomposition framework results in a sexapartite de-

composition of labor productivity change into six components. It is well-documented

that a well-functioning legal system leading to a high degree of protection of private

property rights and an effective enforcement of contracts is key to the efficient operation

of financial contracts supporting commercial and financial transactions as well as to the

development of a well-functioning financial system (Levine (1998), Levine et al. (2000),

Beck et al. (2003) and Acemoglu and Johnson (2005)). Central to this complementarity

is the contractual nature of financial transactions. As a matter of fact, La Porta et al.

(1997) developed a dataset on legal factors for 49 countries to show that legal systems

that better protect the rights of individual private investors and more effectively enforce

contracts lead to more developed financial systems.

In assessing the productivity contribution of institutional and legal factors comple-

mentary to financial development, we proceed in an analogous way to what we did for

financial development. More specifically, we first regress financial efficiency measures such

as the log of the inverse of net interest margin and overhead costs on financial development

and institutions. We then use an exponential function to construct institutions-driven fi-

nancial efficiency augmentation factors such that f (INST tj) = eζ(INST tj), where ζ is a

linear function that depends on the estimated effect of institutional and legal factors on

financial efficiency. Finally, we augment physical capital by financial development and

institutions-driven financial efficiency factors. To motivate this modeling strategy, we ad-

here to Acemoglu and Johnson (2005), who stress that cross-country differences in laws

and the way they are implemented can generate large differences in the costs of enforc-
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ing financial contracts and in turn in the efficiency with which funds are assigned to the

most productive use. This occurs because in a country characterized by weak financial

contracting institutions, there will be a large increase in interest rate spreads (resulting in

lower financial intermediary efficiency) so that lenders can be compensated in the event of

a debtor’s default.34 Thus, better contract enforcement as captured by the law and order

measure employed below will arguably be associated with a more efficient allocation of

resources.

Likewise, the presence of a strong system of property rights protection is necessary for

an efficient allocation of resources. In the absence of checks and balances on the state and

powerful elites, individual investors will not have the necessary property rights security

as to invest in some high-risk but high-return projects. This has been recently shown

empirically by Claessens and Laeven (2003). Using the industry-level framework of Ra-

jan and Zingales (1998), they provide evidence that stronger property rights protection

leads to higher growth via improved asset allocation to the most productive uses. This is

captured through a higher share of investment in intangible assets that enters the specifi-

cation interacting with institutional measures of property rights protection. This growth

effect appears comparable in magnitude to that deriving from financial development.

In line with previous studies we employ four main institutional variables, which are

thought to affect the efficiency in assets allocation. These variables are Investment Pro-

file, Law and Order, Democratic Accountability and Bureaucratic Quality, which are all

obtained from the International Country Risk Guide produced by the Political Risk Ser-

vices Group (2011) and span over the period 1984-2005. This is the reason for restricting

this robustness exercise to this period. Investment Profile is an assessment of factors

affecting the risk to investment and consists of three main components: contract via-

bility/expropriation, profits repatriation and payment delays, each of which is assigned

a score between 0 (high risk) and 4 (very low risk). This variable comprises two key

private property rights measures covered by the old version of this dataset (see Knack

and Keefer (1995)): expropriation risk of assets by government and contract repudiation

of government. The former measures the possibility of property confiscation and forced

nationalization, whereas the latter captures the possibility that foreign businesses and

contractors face the risk of a modification in a contract taking the form of repudiation,

postponement or reduction of the government’s obligation.

34 The endogenous growth model of Chakraborty and Ray (2006) provides a theoretical illustration
showing that better functioning legal systems and higher institutional quality make financial contracts
easier to enforce. This results in a large reduction in the banks’ monitoring costs –incurred to resolve
moral-hazard problems at the firm level– and in the interest rate spread. This stems from the fact
that better protection of individual investors’ rights and effective rule of law enforcement reduce the
private benefits that a negligent manager can obtain even if monitoring of firms’ outcomes is not
present. Along similar lines, financial contracts lowering monitoring and enforcement costs lead to
more efficient investment (von Thadden (1995)).
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Law and Order is normally used as a measure of the strength of the legal system in

enforcing contracts, giving indications of a country’s court efficiency and the degree to

which a country adheres to the rule of law. This variable is composed of two elements: Law

that assesses the strength and impartiality of the legal system, and Order that provides an

assessment of popular observance of the law. Each of these components is assigned a score

between 0 (high risk) and 3 (very low risk). Democratic Accountability is an assessment

of the degree of responsiveness of a country’s government to its citizens, giving indications

of the degree of political order in a country. The more responsive a government is to its

people, the less likely it is that it will fall. The six points assigned to this variable are

awarded on the basis of the type of governance enjoyed: alternating democracy, dominated

democracy, de facto one-party state, de jure one-party state and autarchy. A higher

score (very low risk) is given to alternating democracies while a lower score (high risk)

to autarchies. Finally, Bureaucratic Quality measures a country’s institutional strength

and quality of its institutions. A score of 4 (low risk) is assigned to countries where

bureaucracy can govern without drastic revisions of policy when governments change,

due to its independence from political pressure. In contrast, a score of 0 is assigned to

high-risk countries where bureaucracy is closely tied to the government in office.

The results of the sexapartite decomposition are reported in Table 10. Remarkably,

the percentage contribution to productivity change of financial development remains fairly

unchanged when we incorporate the efficiency-enhancing effect of institutions. This con-

tribution ranges from 22.37% for the specification including Investment Profile to 17% for

the specification with Law and Order. Regarding the percentage contribution of institu-

tions, we find evidence of some effect from Law and Order (18.65%), Bureaucratic Quality

(14.29%) and Democratic Accountability (11.17%), whereas the impact from Investment

Profile (1.32%) is negligible. Panel A of Table 10 indicates that most part of the fall in

the percentage contribution of physical capital accumulation takes place after the incor-

poration of financial development rather than institutions. For instance, the percentage

contribution from capital deepening falls from 40.5 to about 23% when financial devel-

opment is incorporated, and only to 22.6% when Investment Profile is further included.

Something similar occurs for the other institutional variables, particularly for Democratic

Accountability whose inclusion leads to a fall in the percentage contribution of physical

capital accumulation from about 23 to 20.72%. Overall, the incorporation of financial

development appears to reduce the percentage contribution of capital deepening by about

one half (from 40 to about 20%) over the period 1984-2005. In addition, human capital

becomes the main engine of productivity growth with a percentage contribution of about

30%, closely followed by technological change that contributes to productivity change by

at least 22%.

We further extend the production frontier framework by introducing two institutional
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variables rather than one, resulting in a septipartite conceptual decomposition of labor

productivity, which, in addition to gauging the effects of efficiency change, technological

change, physical and human capital accumulation, and financial development, also dis-

tinguishes between the effects of two institutional indices. As shown in Table 10, it is

remarkable that the percentage contribution of financial development remains fairly un-

changed after the incorporation of two institutional indicators. This contribution ranges

from 15% for the specification with Law and Order and Bureaucratic Quality to 21.5%

for the specification with Investment Profile and Democratic Accountability.

[Insert Table 10 about here]

The evidence gathered through these sensitivity analyses clearly corroborates our main

results. When we fail to incorporate financial development, the large effect of physical

capital accumulation on labor productivity masks the important role of well-functioning

financial institutions in raising productivity growth by improving the efficiency of capital

allocation.

7 Conclusion

This paper has extended the literature on finance and growth by incorporating estimates

of the effect of financial development on financial intermediation efficiency into the non-

parametric production frontier approach previously employed by KR and HR. This in turn

has enabled us to provide theoretical foundations for the extension of the HR quadripar-

tite decomposition of labor productivity growth into components attributable to efficiency

change, technological change, and physical and human capital accumulation, by intro-

ducing financial development as a fifth component. Arguably, this framework is ideal for

determining the impact of financial development on productivity growth and convergence.

Using several estimates to capture the efficiency-enhancing effect of financial interme-

diaries, our results have significantly modified the outcomes relative to the case where

financial development is omitted. First, we have found that a substantial part of the

productivity growth attributable to physical capital accumulation should, instead, be at-

tributed to the allocative efficiency-enhancing role of financial development. Second, this

reduction is almost matched by the productivity contribution of financial development.

Third, the augmentation of physical capital with financial efficiency factors has uncovered

higher inefficiency, i.e. higher distance from the best-practice frontier. Fourth, income po-

larization is solely driven by efficiency changes capturing movements toward or away from

the frontier. Fifth, the increased dispersion exhibited by the productivity distribution

from 1965 to 2005 is accounted for primarily by technological change, accompanied by

financial development and/or physical and human capital accumulation. Sixth, financial
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development has contributed relatively less to productivity growth in advanced countries

than in developing economies. These results are not sensitive to (1) the use of alternative

sets of financial efficiency augmentation factors, (2) the investigation of the shorter period

1965-1990 analyzed by HR, and (3) the incorporation of institutional and legal factors

thought to be complementary to financial development.

Overall, we can infer from our analysis that HR, despite accounting for human capi-

tal accumulation that reduced the growth contribution of capital deepening by one third

(compared to KR findings), still continued overstating the contribution of physical cap-

ital accumulation almost by a third. When we restrict the analysis to the period 1984-

2005, the contribution of capital deepening is overstated almost by half. Our analysis

has evinced that most of this overstated effect should be attributed to the allocative

efficiency-enhancing role of financial intermediaries, which have contributed on average

to about 20% of the overall productivity change over the period 1965-2005. Thus, even if

currently markets are going through turbulent times, our analysis has shown that in the

long run a well-functioning financial system should be considered a fundamental source

of productivity growth by helping allocate capital to the most productive use.
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Table 1: Linking financial efficiency and financial developmenta

Net interest margin Overhead costs

(1) (2) (3) (1) (2) (3)

Low Regionb 1.8610 1.2383 1.0562 0.2690 -0.4603 0.2890
Low Region 0.1616 0.3841 0.4748 0.8529 0.7680 0.8532
Middle Regionc 2.0127 1.9855 1.8429 1.4080 1.3885 1.9752
Middle Region <0.0001 0.0003 0.0031 0.0048 0.0178 0.0028
High Regiond 1.1712 1.2336 1.1401 0.8549 0.8960 1.2806
High Region <0.0001 0.0001 0.0017 0.0012 0.0066 0.0010
GB70 0.2994 0.2968 0.2141 0.2247

0.2101 0.2180 0.4135 0.3766
ly65 0.0431 −0.1774

0.6146 0.0551
Constant 2.4841 2.3537 2.0475 2.8287 2.7388 3.9988

<0.0001 <0.0001 0.0036 <0.0001 <0.0001 <0.0001

R-squared 0.450 0.412 0.416 0.325 0.325 0.378
N 57 51 51 57 51 51
Joint significancee <0.0001 0.0001 0.0028 0.0001 0.0021 0.0004

a The dependent variable is the log of the inverse of the financial efficiency measure. The
coefficients on the financial development regimes (regions) represent the sum of coefficients
and the respective numbers below the coefficients are p-values for the sum of coefficients

b Financial development falls into the low region if its value is lower than the 25th percentile
of the financial development distribution

c Financial development falls into the middle region if its value is between the 25th and 75th

percentiles (inclusive) of the financial development distribution
d Financial development falls into the high region if its value is greater than the 25th per-
centile of the financial development distribution

e p-value of the F -statistic on the three coefficients on financial development in the main
regression.
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Table 2: Financial efficiency augmentation factors

# Country 1965 2005 # Country 1965 2005

1 Argentina 1.114 1.114 30 Japan 2.398 3.071
2 Australia 1.226 3.181 31 Kenya 1.156 1.575
3 Austria 2.020 3.402 32 Malaysia 1.132 3.347
4 Belgium 1.140 2.270 33 Mauritius 1.251 2.282
5 Bolivia 1.054 2.156 34 Mexico 1.585 1.176
6 Burundi 1.026 1.529 35 Morocco 1.141 2.519
7 Canada 1.236 6.968 36 Nepal 1.016 1.791
8 Chile 1.106 2.321 37 Netherlands 2.363 6.296
9 Colombia 1.208 1.667 38 New Zealand 1.572 4.097
10 Costa Rica 1.678 1.787 39 Norway 3.111 3.078
11 Cote d’Ivoire 1.214 1.146 40 Panama 1.162 2.351
12 Cyprus 2.023 6.002 41 Paraguay 1.088 1.189
13 Denmark 1.679 6.320 42 Peru 1.127 1.210
14 Dominican Rep. 1.080 1.215 43 Philippines 1.526 1.751
15 Ecuador 1.190 1.243 44 Portugal 2.626 4.953
16 Egypt 1.169 2.510 45 Sierra Leone 1.067 1.046
17 El Salvador 1.223 2.164 46 Singapore 1.945 3.358
18 Finland 1.990 2.231 47 South Africa 2.227 4.420
19 France 1.573 2.782 48 Spain 2.388 4.406
20 Ghana 1.074 1.153 49 Sri Lanka 1.101 1.715
21 Greece 1.147 2.259 50 Sweden 2.203 3.267
22 Guatemala 1.139 1.631 51 Switzerland 3.220 6.168
23 Honduras 1.134 1.981 52 Syria 1.213 1.133
24 Iceland 1.730 9.489 53 Thailand 1.153 2.808
25 India 1.103 1.955 54 Trinidad and To-

bago
1.115 1.858

26 Ireland 1.818 5.054 55 United Kingdom 1.239 5.639
27 Israel 1.216 2.647 56 United States 2.609 8.569
28 Italy 2.901 2.664 57 Uruguay 1.174 1.540
29 Jamaica 1.195 1.231
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Table 3: Efficiency indices

Without Financial Development With Financial Development

# Country 1965 2005 1965 2005

1 Argentina 0.65 0.55 0.69 0.58
2 Australia 0.79 0.86 0.80 0.87
3 Austria 0.89 0.94 0.88 0.93
4 Belgium 0.80 0.90 0.85 1.00
5 Bolivia 0.63 0.43 0.67 0.33
6 Burundi 0.85 0.28 0.84 0.23
7 Canada 0.99 0.85 1.00 0.71
8 Chile 0.44 0.61 0.46 0.55
9 Colombia 0.54 0.51 0.55 0.42
10 Costa Rica 1.00 0.60 0.83 0.55
11 Cote d’Ivoire 0.76 0.58 0.74 0.59
12 Cyprus 0.38 0.68 0.34 0.51
13 Denmark 0.86 0.85 0.78 0.75
14 Dominican Rep. 0.75 0.62 0.79 0.62
15 Ecuador 0.38 0.40 0.39 0.40
16 Egypt 0.59 0.64 0.60 0.42
17 El Salvador 0.97 0.60 0.97 0.43
18 Finland 0.66 0.84 0.65 0.96
19 France 0.99 0.91 1.00 0.97
20 Ghana 0.12 0.21 0.12 0.22
21 Greece 0.71 0.79 0.74 0.91
22 Guatemala 0.74 0.64 0.78 0.58
23 Honduras 0.65 0.39 0.67 0.30
24 Iceland 0.92 0.89 0.93 0.80
25 India 0.39 0.42 0.42 0.33
26 Ireland 0.71 0.94 0.57 0.84
27 Israel 0.69 0.74 0.71 0.81
28 Italy 0.81 0.90 0.81 0.95
29 Jamaica 0.66 0.44 0.67 0.45
30 Japan 0.65 0.68 0.45 0.69
31 Kenya 0.45 0.34 0.47 0.28
32 Malaysia 0.52 0.51 0.54 0.44
33 Mauritius 0.36 0.45 0.36 0.43
34 Mexico 0.90 0.67 0.88 0.71
35 Morocco 0.47 0.35 0.49 0.28
36 Nepal 1.00 0.24 1.00 0.21
37 Netherlands 1.00 0.87 1.00 0.74
38 New Zealand 0.89 0.75 0.86 0.65
39 Norway 0.86 0.99 0.86 1.00
40 Panama 0.58 0.54 0.59 0.39
41 Paraguay 0.62 0.35 0.67 0.35

(continued on next page)
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Table 3 (Continued)

Without Financial Development With Financial Development
# Country 1965 2005 1965 2005

42 Peru 0.50 0.42 0.53 0.42
43 Philippines 0.40 0.32 0.33 0.27
44 Portugal 0.68 0.61 0.54 0.55
45 Sierra Leone 1.00 0.50 1.00 0.52
46 Singapore 0.56 1.00 0.49 1.00
47 South Africa 0.65 0.53 0.50 0.38
48 Spain 0.92 0.78 0.88 0.72
49 Sri Lanka 0.22 0.35 0.23 0.29
50 Sweden 0.84 0.87 0.82 0.88
51 Switzerland 0.97 0.79 0.97 0.74
52 Syria 1.00 0.64 1.00 0.67
53 Thailand 0.32 0.37 0.33 0.31
54 Trinidad and To-

bago
0.72 0.80 0.77 0.88

55 United Kingdom 1.00 1.00 1.00 0.88
56 United States 1.00 0.95 0.95 0.82
57 Uruguay 0.53 0.58 0.55 0.51

Average 0.70 0.64 0.69 0.60
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Table 4: Percentage change of quinquepartite decomposition indices, 1965−2005

# Country (PROD- (EFF- (TECH- (KACC- (HACC- (FKACC-
1)× 100 1)× 100 1)× 100 1)× 100 1)× 100 ×100

1 Argentina 19.2 −15.6 0.0 24.5 13.4 0.0
1 1 19.2 −14.7 0.0 22.3 14.2
2 Australia 103.2 8.5 22.4 21.5 13.8 10.6
2 2 103.2 8.9 25.2 33.1 11.9
3 Austria 155.3 5.4 31.3 26.2 39.0 5.2
3 3 155.3 5.1 29.9 43.4 30.4
4 Belgium 138.6 17.7 22.1 24.2 24.4 7.3
4 4 138.6 12.0 33.5 32.9 20.1
5 Bolivia −9.7 −50.5 0.0 −2.4 29.8 43.9
5 5 −9.7 −30.9 0.0 −3.4 35.4
6 Burundi 38.4 −72.2 0.0 244.2 6.4 35.9
6 6 38.4 −67.3 0.0 297.1 6.7
7 Canada 60.4 −29.5 32.9 19.3 13.9 26.0
7 7 60.4 −14.4 21.5 35.9 13.5
8 Chile 117.3 18.0 1.9 14.2 25.6 26.0
8 8 117.3 40.9 0.0 27.2 21.3
9 Colombia 66.5 −22.6 0.0 51.2 24.4 14.4
9 9 66.5 −6.0 0.0 49.3 18.7
10 Costa Rica 29.5 −34.2 0.5 48.0 29.6 2.0
10 10 29.5 −39.8 0.0 72.2 24.8
11 Cote d’Ivoire 20.8 −19.9 0.0 42.5 10.2 −4.0
11 11 20.8 −23.6 0.0 45.0 8.9
12 Cyprus 240.5 49.9 25.0 18.9 36.4 12.1
12 12 240.5 77.6 7.6 40.3 27.0
13 Denmark 104.1 −3.7 33.2 23.7 10.7 16.2
13 13 104.1 −1.1 24.3 52.7 8.7
14 Dominican Rep. 110.1 −21.1 0.0 105.1 20.2 8.0
14 14 110.1 −18.0 0.0 108.9 22.6
15 Ecuador 50.5 2.4 0.0 20.6 20.0 1.5
15 15 50.5 4.7 0.0 20.9 18.9
16 Egypt 195.2 −29.9 0.0 108.2 41.7 42.6
16 16 195.2 7.6 0.0 122.1 23.5
17 El Salvador 19.7 −56.1 0.0 55.3 43.9 22.1
17 17 19.7 −38.7 0.0 50.9 29.4
18 Finland 171.7 47.0 18.2 18.3 30.9 1.0
18 18 171.7 26.1 26.0 37.7 24.2
19 France 130.6 −3.2 21.4 21.9 52.7 5.4
19 19 130.6 −8.0 27.6 39.6 40.8
20 Ghana 71.9 74.1 0.0 −25.6 27.2 4.3
20 20 71.9 80.6 0.0 −25.9 28.5
21 Greece 163.3 22.9 14.4 30.7 22.2 17.3

(continued on next page)
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Table 4 (Continued)

# Country (PROD- (EFF- (TECH- (KACC- (HACC- (FKACC-
1)× 100 1)× 100 1)× 100 1)× 100 1)× 100 ×100

21 21 163.3 11.5 22.7 57.0 22.5
22 Guatemala 58.0 −25.9 0.2 51.6 24.8 12.4
22 22 58.0 −13.8 0.0 54.9 18.3
23 Honduras 28.9 −56.0 0.0 69.7 41.2 22.3
23 23 28.9 −39.1 0.0 63.4 29.5
24 Iceland 104.5 −14.2 38.3 3.6 29.4 28.4
24 24 104.5 −3.6 40.2 23.4 22.6
25 India 220.8 −20.7 0.0 139.0 16.1 45.7
25 25 220.8 8.3 0.0 154.3 16.4
26 Ireland 252.7 48.5 28.7 37.5 15.7 16.0
26 26 252.7 32.1 22.0 91.0 14.6
27 Israel 107.1 14.5 16.5 18.2 20.8 8.8
27 27 107.1 7.1 24.7 31.7 17.8
28 Italy 162.5 17.6 35.5 22.2 36.1 −1.0
28 28 162.5 11.7 34.8 34.5 29.7
29 Jamaica 22.3 −33.1 0.0 33.5 35.5 1.0
29 29 22.3 −33.1 0.4 35.8 34.1
30 Japan 236.5 53.4 26.4 36.5 20.0 5.9
30 30 236.5 5.2 26.9 112.6 18.5
31 Kenya 3.3 −40.9 0.0 18.5 17.6 25.5
31 31 3.3 −25.4 0.0 18.7 16.8
32 Malaysia 357.9 −19.0 8.0 154.9 44.4 42.2
32 32 357.9 −2.5 2.2 224.1 41.8
33 Mauritius 157.3 21.8 3.4 35.6 23.5 21.9
33 33 157.3 26.6 2.3 62.9 22.1
34 Mexico 37.5 −18.9 0.6 22.9 52.7 −10.2
34 34 37.5 −25.2 1.6 26.3 43.3
35 Morocco 101.8 −41.9 1.0 93.5 43.2 24.1
35 35 101.8 −25.7 0.0 104.7 32.7
36 Nepal 62.9 −79.1 0.0 384.8 10.9 45.1
36 36 62.9 −75.6 0.0 491.0 12.9
37 Netherlands 68.8 −26.0 39.4 12.5 25.5 15.8
37 37 68.8 −12.8 28.1 25.2 20.7
38 New Zealand 24.1 −24.6 17.5 12.5 12.1 11.0
38 38 24.1 −15.1 8.8 22.8 9.4
39 Norway 151.1 16.9 44.6 16.5 27.7 −0.2
39 39 151.1 16.0 43.8 22.6 22.8
40 Panama 106.2 −33.8 0.2 81.6 35.5 26.3
40 40 106.2 −5.8 0.0 79.0 22.3
41 Paraguay 39.8 −47.6 0.0 117.7 15.8 5.9
41 41 39.8 −44.2 0.0 119.2 14.4
42 Peru −17.5 −20.7 0.4 −20.5 26.2 3.3

(continued on next page)
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Table 4 (Continued)

# Country (PROD- (EFF- (TECH- (KACC- (HACC- (FKACC-
1)× 100 1)× 100 1)× 100 1)× 100 1)× 100 ×100

42 42 −17.5 −17.3 4.1 −20.9 21.2
43 Philippines 45.7 −19.7 0.0 45.5 13.5 9.8
43 43 45.7 −21.7 0.0 62.0 14.9
44 Portugal 172.5 2.3 29.8 30.6 47.5 6.5
44 44 172.5 −10.4 22.3 84.6 34.8
45 Sierra Leone −3.7 −47.5 0.0 59.0 16.6 −1.0
45 45 −3.7 −50.1 0.0 68.7 14.5
46 Singapore 476.4 104.8 33.5 39.2 40.0 8.1
46 46 476.4 77.1 32.9 85.5 32.0
47 South Africa 34.4 −23.4 6.7 9.6 35.3 10.9
47 47 34.4 −18.4 0.0 37.7 19.6
48 Spain 142.4 −18.2 32.2 26.3 67.8 5.8
48 48 142.4 −15.2 24.5 53.2 49.9
49 Sri Lanka 233.5 23.7 0.0 80.3 10.4 35.5
49 49 233.5 58.8 0.0 89.4 10.9
50 Sweden 100.8 7.0 21.5 15.6 28.2 4.2
50 50 100.8 2.6 21.2 32.1 22.3
51 Switzerland 49.0 −23.9 51.8 6.2 9.0 11.4
51 51 49.0 −18.5 43.7 18.4 7.4
52 Syria 48.1 −33.0 0.0 107.4 11.9 −4.8
52 52 48.1 −36.2 0.0 109.4 10.8
53 Thailand 401.5 −7.2 2.7 203.3 20.6 43.9
53 53 401.5 15.3 0.0 281.3 14.1
54 Trinidad and To-

bago
99.2 15.4 4.1 16.6 22.4 16.3

54 54 99.2 11.1 8.8 33.5 23.4
55 United Kingdom 127.5 −12.1 29.3 37.4 14.4 27.3
55 55 127.5 0.0 21.2 64.1 14.4
56 United States 79.4 −13.2 37.3 11.2 13.4 19.4
56 56 79.4 −5.2 23.8 38.0 10.7
57 Uruguay 77.2 −7.2 0.0 44.7 16.5 13.2
57 57 77.2 7.9 0.0 44.9 13.3

Average 111.7 −8.7 12.9 52.0 25.9 15.0
58 58 111.7 −3.9 11.5 70.9 21.5
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Table 5: Mean percentage changes of quinquepartite decomposition indices (country groupings)

(PROD- (EFF- (TECH- (KACC- (HACC- (FKACC-
Country group TEb TEc 1)× 100 1)× 100 1)× 100 1)× 100 1)× 100 ×100

OECD∗ 0.83 0.82 124.4 2.7 28.6 21.7 27.6 10.4
Asian Tigers∗∗ 0.45 0.61 368.1 33.0 17.6 108.5 31.3 25.0
Latin America 0.66 0.48 51.1 −24.3 0.5 44.5 26.5 13.7
Africa 0.57 0.37 68.8 −20.0 1.2 65.1 24.6 17.8
Non-OECD 0.60 0.46 103.7 −15.8 3.0 71.1 24.9 17.9
ALL 0.69 0.60 111.7 −8.7 12.9 52.0 25.9 15.0

* OECD countries as of 1990.
** Japan, Malaysia, Singapore, and Thailand.
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Table 6: Modality tests (p-values)

H0: Distribution has one mode Bootstrap
HA: Distribution has more than one mode p-value

1 f(y2005) 0.0000
2 f(y1965) 0.7407
3 f(y1965 × EFF ) 0.0000
4 f(y1965 × TECH) 0.3694
5 f(y1965 ×KACC) 0.6527
6 f(y1965 ×HACC) 0.0761
7 f(y1965 × FKACC) 0.8899
8 f(y1965 × EFF × TECH) 0.0000
9 f(y1965 × EFF ×KACC) 0.0000
10 f(y1965 × EFF ×HACC) 0.0000
11 f(y1965 × EFF × FKACC) 0.0000
12 f(y1965 × TECH ×KACC) 0.2052
13 f(y1965 × TECH ×HACC) 0.0951
14 f(y1965 × TECH × FKACC) 0.6887
15 f(y1965 ×KACC ×HACC) 0.0390
16 f(y1965 ×KACC × FKACC) 0.8889
17 f(y1965 ×HACC × FKACC) 0.1742
18 f(y1965 × EFF × TECH ×KACC) 0.0000
19 f(y1965 × EFF × TECH ×HACC) 0.0010
20 f(y1965 × EFF × TECH × FKACC) 0.0000
21 f(y1965 × EFF ×KACC ×HACC) 0.0000
22 f(y1965 × EFF ×KACC × FKACC) 0.0000
23 f(y1965 × EFF ×HACC × FKACC) 0.0000
24 f(y1965 × TECH ×KACC ×HACC) 0.0340
25 f(y1965 × TECH ×KACC × FKACC) 0.6196
26 f(y1965 × TECH ×HACC × FKACC) 0.1341
27 f(y1965 ×KACC ×HACC × FKACC) 0.0991
28 f(y1965 × EFF × TECH ×KACC ×HACC) 0.0000
29 f(y1965 × EFF × TECH ×KACC × FKACC) 0.0000
30 f(y1965 × EFF × TECH ×HACC × FKACC) 0.0000
31 f(y1965 × EFF ×KACC ×HACC × FKACC) 0.0000
32 f(y1965 × TECH ×KACC ×HACC × FKACC) 0.0661

Notes: We used the bootstrapped calibrated Silverman test for multimodality
due to Hall and York (2001) with 1000 bootstrap replications.
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Table 7: Distribution hypothesis tests (p-values)

H0: Distributions are equal Bootstrap
H1: Distributions are not equal p-value

1 g(y2005) vs. f(y1965) 0.0014
2 g(y2005) vs. f(y1965 × EFF ) 0.0000
3 g(y2005) vs. f(y1965 × TECH) 0.0042
4 g(y2005) vs. f(y1965 ×KACC) 0.0004
5 g(y2005) vs. f(y1965 ×HACC) 0.0004
6 g(y2005) vs. f(y1965 × FKACC) 0.0018
7 g(y2005) vs. f(y1965 × EFF × TECH) 0.0000
8 g(y2005) vs. f(y1965 × EFF ×KACC) 0.0004
9 g(y2005) vs. f(y1965 × EFF ×HACC) 0.0000
10 g(y2005) vs. f(y1965 × EFF × FKACC) 0.0000
11 g(y2005) vs. f(y1965 × TECH ×KACC) 0.0364
12 g(y2005) vs. f(y1965 × TECH ×HACC) 0.0424
13 g(y2005) vs. f(y1965 × TECH × FKACC) 0.0288
14 g(y2005) vs. f(y1965 ×KACC ×HACC) 0.0006
15 g(y2005) vs. f(y1965 ×KACC × FKACC) 0.0020
16 g(y2005) vs. f(y1965 ×HACC × FKACC) 0.0036
17 g(y2005) vs. f(y1965 × EFF × TECH ×KACC) 0.0018
18 g(y2005) vs. f(y1965 × EFF × TECH ×HACC) 0.0006
19 g(y2005) vs. f(y1965 × EFF × TECH × FKACC) 0.0000
20 g(y2005) vs. f(y1965 × EFF ×KACC ×HACC) 0.0008
21 g(y2005) vs. f(y1965 × EFF ×KACC × FKACC) 0.0000
22 g(y2005) vs. f(y1965 × EFF ×HACC × FKACC) 0.0002
23 g(y2005) vs. f(y1965 × TECH ×KACC ×HACC) 0.5812
24 g(y2005) vs. f(y1965 × TECH ×KACC × FKACC) 0.0580
25 g(y2005) vs. f(y1965 × TECH ×HACC × FKACC) 0.0556
26 g(y2005) vs. f(y1965 ×KACC ×HACC × FKACC) 0.0062
27 g(y2005) vs. f(y1965 × EFF × TECH ×KACC ×HACC) 0.2990
28 g(y2005) vs. f(y1965 × EFF × TECH ×KACC × FKACC) 0.0222
29 g(y2005) vs. f(y1965 × EFF × TECH ×HACC × FKACC) 0.0064
30 g(y2005) vs. f(y1965 × EFF ×KACC ×HACC × FKACC) 0.0030
31 g(y2005) vs. f(y1965 × TECH ×KACC ×HACC × FKACC) 0.0870

Notes: We used the bootstrapped Li (1996) test with 5000 bootstrap replications and the
Sheather and Jones (1991) bandwidth.
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Table 8: Mean efficiency scores and percentage change of quintipartite decomposition
indices, 1965-2005

(PROD- (EFF- (TECH- (KACC- (HACC- (FKACC-

TEb TEc 1)× 100 1)× 100 1)× 100 1)× 100 1)× 100 ×100

Panel A: Without Financial Development
0.701 0.636 111.705 −3.909 11.516 70.865 21.520

Panel B: Net Interest Margin

Private Credit by Deposit Money Banks and other Financial Institutions /GDP
(CREDIT1, cut-off 25/75%)
0.690 0.597 111.705 −8.675 12.860 52.042 25.942 14.991

Private Credit by Deposit Money Banks and other Financial Institutions /GDP
(CREDIT1, cut-off 20/80%)
0.683 0.588 111.705 −9.048 13.407 52.759 26.245 14.097

Private Credit by Deposit Money Banks and other Financial Institutions /GDP
(CREDIT1, cut-off 30/70%)
0.681 0.595 111.705 −7.574 12.816 52.409 26.103 14.137

Private Credit by Deposit Money Banks/GDP (CREDIT2, cut-off 25/75%)
0.684 0.585 111.705 −9.392 13.860 54.299 25.424 13.494

Liquid Liabilities/GDP (LLY, cut-off 25/75%)
0.714 0.606 109.405 −10.863 13.515 54.240 24.338 15.363

Claims on the Non-financial Private Sector/ GDP (PRIVY, cut-off 25/75%)
0.714 0.611 111.705 −10.428 12.516 51.406 24.833 16.181

Panel C: Overhead Costs

Private Credit by Deposit Money Banks and other Financial Institutions /GDP
(CREDIT1, cut-off 25/75%)
0.680 0.584 111.705 −9.376 13.578 50.093 27.233 17.098

Private Credit by Deposit Money Banks and other Financial Institutions /GDP
(CREDIT1, cut-off 20/80%)
0.669 0.575 111.705 −8.990 14.032 50.884 27.735 15.876

Private Credit by Deposit Money Banks and other Financial Institutions /GDP
(CREDIT1, cut-off 30/70%)
0.680 0.586 111.705 −8.959 13.680 49.993 26.856 17.342

Private Credit by Deposit Money Banks/GDP (CREDIT2, cut-off 25/75%)
0.669 0.574 111.705 −8.953 14.298 53.395 26.739 14.126

Liquid Liabilities/GDP (LLY, cut-off 25/75%)
0.715 0.604 109.405 −11.442 13.423 51.018 25.454 17.542

Claims on the Non-financial Private Sector/ GDP (PRIVY, cut-off 25/75%)

(continued on next page)
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Table 8 (Continued)

(PROD- (EFF- (TECH- (KACC- (HACC- (FKACC-

TEb TEc 1)× 100 1)× 100 1)× 100 1)× 100 1)× 100 ×100

0.700 0.600 111.705 −10.149 12.944 50.325 25.458 17.077

Panel D: HR Time Period: 1965-1990, Net Interest Margin
Without Financial Development
0.701 0.622 64.906 −7.738 6.512 55.020 14.228

Private Credit by Deposit Money Banks and other Financial Institutions /GDP
(CREDIT1, cut-off 25/75%)
0.690 0.594 64.906 −10.374 7.817 43.638 16.576 9.289

Private Credit by Deposit Money Banks/GDP (CREDIT2, cut-off 25/75%)
0.684 0.605 64.906 −8.048 6.243 44.974 16.471 7.538

Liquid Liabilities/GDP (LLY, cut-off 25/75%)
0.707 0.619 64.906 −8.670 7.559 42.472 16.106 7.602

Claims on the Non-financial Private Sector/ GDP (PRIVY, cut-off 25/75%)
0.714 0.608 64.906 −11.501 7.438 41.039 16.094 11.435
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Table 9: Percentage contributions of the productivity components, 1965-2005

Efficiency Technological Physical capital Human capital Financial
change change accumulation accumulation development

Panel A: Without Financial Development
−14.674 15.397 70.148 29.129

Panel B: Net Interest Margin

Private Credit by Deposit Money Banks and other Financial Institutions /GDP
(CREDIT1, cut-off 25/75%)
−25.218 17.039 53.839 34.228 20.112

Private Credit by Deposit Money Banks and other Financial Institutions /GDP
(CREDIT1, cut-off 20/80%)
−25.603 17.764 54.313 34.559 18.967

Private Credit by Deposit Money Banks and other Financial Institutions /GDP
(CREDIT1, cut-off 30/70%)
−23.708 16.992 53.400 34.383 18.933

Private Credit by Deposit Money Banks/GDP (CREDIT2, cut-off 25/75%)
−25.642 18.282 55.360 33.652 18.348

Liquid Liabilities/GDP (LLY, cut-off 25/75%)
−29.279 18.104 57.634 33.020 20.521

Claims on the Non-financial Private Sector/ GDP (PRIVY, cut-off 25/75%)
−26.270 16.631 54.608 33.096 21.936

Panel C: Overhead Costs

Private Credit by Deposit Money Banks and other Financial Institutions /GDP
(CREDIT1, cut-off 25/75%)
−27.389 17.947 51.397 35.660 22.385

Private Credit by Deposit Money Banks and other Financial Institutions /GDP
(CREDIT1, cut-off 20/80%)
−27.032 18.558 51.481 36.221 20.772

Private Credit by Deposit Money Banks and other Financial Institutions /GDP
(CREDIT1, cut-off 30/70%)
−26.712 18.051 50.963 35.203 22.494

Private Credit by Deposit Money Banks/GDP (CREDIT2, cut-off 25/75%)
−25.964 18.845 53.235 35.099 18.785

Liquid Liabilities/GDP (LLY, cut-off 25/75%)
−30.408 18.004 54.845 34.371 23.188

Claims on the Non-financial Private Sector/ GDP (PRIVY, cut-off 25/75%)
−26.792 17.198 52.753 33.776 23.065

(continued on next page)
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Table 9 (Continued)

Efficiency Technological Physical capital Human capital Financial
change change accumulation accumulation development

Panel D: HR Time Period: 1965-1990, Net Interest Margin
Without Financial Development
−26.907 13.357 84.151 29.399

Private Credit by Deposit Money Banks and other Financial Institutions /GDP
(CREDIT1, cut-off 25/75%)
−36.030 15.890 67.873 33.813 18.455

Private Credit by Deposit Money Banks/GDP (CREDIT2, cut-off 25/75%)
−30.391 12.866 68.733 33.610 15.183

Liquid Liabilities/GDP (LLY, cut-off 25/75%)
−32.068 15.402 68.376 33.000 15.291

Claims on the Non-financial Private Sector/ GDP (PRIVY, cut-off 25/75%)
−37.592 15.155 66.564 32.986 22.887

∗ Columns (1) to (5) contain percentage contributions of the log differences of the compo-
nents to the log difference of productivity. The percentages are obtained by taking logs
of Equation (14), with c being the first year in the sample and b being the final year in
the sample, and computing averages across the countries included in each sample.
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Table 10: Percentage contributions of the productivity components. The role of institu-
tions, 1984-2005

Efficiency Technological Physical Human Financial Institutional Institutional
change change capital capital development change I change II

accumulation accumulation

Panel A: Quadripartite Decomposition

10.805 30.679 40.495 18.021

Panel B: Quinquepartite Decomposition

3.277 24.330 22.879 26.910 22.604

Panel C: Sexapartite Decomposition

Investment Profile
2.599 24.150 22.604 26.956 22.374 1.318

Law and Order
-5.148 22.264 13.620 33.533 17.083 18.648

Democratic Accountability
-8.052 25.075 20.719 29.463 21.624 11.172

Bureaucratic Quality
-8.643 26.665 15.789 32.590 19.308 14.292

Panel D: Septipartite decomposition

Investment Profile / Law and Order
−5.657 22.171 13.390 33.623 16.903 1.017 18.552

Investment Profile/ Democratic Accountability
−8.721 24.957 20.464 29.534 21.414 1.200 11.152

Investment Profile/ Bureaucratic Quality
−8.974 26.168 15.651 32.691 19.125 1.062 14.278

Law and Order/ Democratic Accountability
−15.786 24.842 12.117 35.156 17.449 17.602 8.620

Law and Order/ Bureaucratic Quality
−12.973 28.384 6.788 37.911 14.634 15.080 10.177

Democratic Accountability/ Bureaucratic Quality
−19.096 29.760 14.300 34.284 19.066 8.965 12.722

∗ Columns (1) to (5)-(7) contain percentage contributions of the log differences of the
components to the log difference of productivity.
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Figure 1: Distributions of financial efficiency augmentation factor, 1965 and 2005
0

.5
1

1.
5

2

K
er

ne
l e

st
im

at
ed

 d
en

si
ty

0.0 2.0 4.0 6.0 8.0 10.0

Efficiency Index

2005 Distribution 1965 Distribution

Notes : Estimated 1965 and 2005 distributions of financial efficiency augmentation factor. The solid curve

is the estimated 1965 distribution and the solid vertical line represents the 1965 mean value. The dashed

curve is the estimated 2005 distribution and the dashed vertical line represents the 2005 mean value.
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Figure 2: Distributions of efficiency index, 1965 and 2005
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Notes : Estimated 1965 and 2005 distributions of efficiency index. The solid curve is the estimated 1965

distribution and the solid vertical line represents the 1965 mean value. The dashed curve is the estimated

2005 distribution and the dashed vertical line represents the 2005 mean value.
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Figure 4: Distributions of output per worker, 1965 and 2005
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Notes : Estimated 1965 and 2005 distributions of output per worker. The solid curve is the estimated

1965 distribution and the solid vertical line represents the 1965 mean value. The dashed curve is the

estimated 2005 distribution and the dashed vertical line represents the 2005 mean value.
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(a) Effect of Efficiency Change
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(b) Effect of Capital Deepening
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(c) Effect of Human Capital Accumulation
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(d) Effect of Financial Development

Notes: In each panel, the solid curve is the actual 1965 distribution and the dashed curve is the actual 2005

distribution. The dotted curves in each panel are the counterfactual distributions isolating, sequentially,

the effects of efficiency change, capital deepening, human capital accumulation, and financial development

on the 1965 distribution.

Figure 5: Counterfactual Distributions of Output per Worker. Sequence of introducing
effects of decomposition: EFF, KACC HACC, and FKACC
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(a) Effect of Capital Deepening
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(b) Effect of Technological Change

8.
1e

−0
7

1.
4e

−0
5

2.
7e

−0
5

4.
0e

−0
5

K
er

ne
l e

st
im

at
ed

 d
en

si
ty

−40000 −35000 −30000 −25000 −20000 −15000 −10000 −5000 0 5000 10000 15000 20000 25000 30000 35000 40000 45000 50000 55000 60000 65000

Output per Worker

y1965

y1965 * KACC * TECH * EFF

y2005

(c) Effect of Efficiency Change
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(d) Effect of Human Capital Accumulation

Notes: In each panel, the solid curve is the actual 1965 distribution and the dashed curve is the actual 2005

distribution. The dotted curves in each panel are the counterfactual distributions isolating, sequentially,

the effects of capital deepening, technological change, efficiency change, and human capital accumulation

on the 1965 distribution.

Figure 6: Counterfactual Distributions of Output per Worker. Sequence of introducing
effects of decomposition: KACC, TECH, EFF, and HACC
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(a) Effect of Technological Change
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(b) Effect of Financial Development
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(c) Effect of Capital Deepening

8.
1e

−0
7

1.
4e

−0
5

2.
7e

−0
5

4.
0e

−0
5

K
er

ne
l e

st
im

at
ed

 d
en

si
ty

−40000 −35000 −30000 −25000 −20000 −15000 −10000 −5000 0 5000 10000 15000 20000 25000 30000 35000 40000 45000 50000 55000 60000 65000

Output per Worker

y1965

y1965 * TECH * FKACC * KACC * EFF

y2005

(d) Effect of Efficiency Change

Notes: In each panel, the solid curve is the actual 1965 distribution and the dashed curve is the actual 2005

distribution. The dotted curves in each panel are the counterfactual distributions isolating, sequentially,

the effects of technological change, financial development, capital deepening, and efficiency change on the

1965 distribution.

Figure 7: Counterfactual Distributions of Output per Worker. Sequence of introducing
effects of decomposition: TECH, FKACC, KACC and EFF
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