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Abstract

The object of this paper is to explore whether agglomerative forces can explain the

location decisions of new manufacturing firms in the face of declining manufacturing

activity in the United States over the time period 2004-2011. I find that labor mar-

ket pooling and input-output linkages have the largest effects, positively influencing

agglomeration. Moreover, corporate taxes discourage firm activity but the effects are

weaker in more geographically concentrated industries. I then investigate whether neg-

ative macro shocks would change how firm location decisions respond to agglomeration

forces. The results indicate that the workings of agglomeration economies have become

more pronounced after the Great Recession. New firms may become more risk averse

after large negative shocks and that they are more likely to choose the place where

industry relations are strong.
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1 Introduction

Clustering of firms may be a key driver of job growth and new firm formation in regional

economies (Delgado et al., 2010; Glaeser and Kerr, 2009). As Marshall (1920) points out firms

may want to locate near one another because they can benefit from transport cost savings

and thick local labor markets. The decline of U.S. manufacturing activity and employment

in recent times raises a question whether or not agglomerations are still important. Countries

like China with cheap labor boost demand for foreign-made intermediate inputs and final

goods at the expense of products made in the USA. The introduction of robots and machines

reduces the demand for labor. Those trends may weaken the influence of input-output

linkages and labor market pooling for the manufacturing sector.

The objective of this paper is to investigate whether agglomerative forces continue to have

explanatory power over a time period when the U.S. experienced a decline in manufacturing

activity. I extend previous work on the empirics of agglomeration economies by exploring

the determinants of new firm locations in the United States during the period 2004-2011.

An advantage of the chosen time period is that it allows the exploration of how the negative

macro shocks of the financial crisis of 2008 influence firm location decisions and their response

to agglomerative forces.

Clusters of firms arise for many reasons. Natural advantage may account for a portion of

geographic concentration. For instance, the location of firms that manufacture petroleum and

coal products are likely affected by the location of reserves of fossil fuels. However, geographic

concentration is too great to be explained solely by differences in natural resources. Marshall

(1920) described three mechanisms of agglomeration. First, the cluster of firms enables them

to share large sets of input suppliers and to close their intermediate good custumers. Second,

industries using similar types of workers may co-locate so that firms and employees both

benefit from locating in a thick labor market. Third, employees may learn knowledge and

skills quickly from each other in the industrial cluster. In addition to natural advantage

and Marshall’s agglomeration mechanisms institutional factors may affect firms’s location

decisions. Actions taken by the public sector, in particular, taxes, environmental regulations

and incentive programs, are also crucial to the new business(Arauzo-Carod et al., 2010).

Policies that encourage the form of industrial clusters have been largely ignored by pol-

icymakers at the federal level in the United States. Economic policies have traditionally

focused on either stabilizing the general business environment or supporting individual firms

(Porter, 2007). On the one hand, federal economic policy is inclined to monitor macroe-
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conomic stabilization. On the other hand, local government development policy focuses on

local benefits. For example, the opening of a new large plant may be able to generate em-

ployment growth and productivity benefits in the local area (Greenstone et al., 2010). Policy

initiatives aimed at regional level have been given attention in recent decades. The success

of firm clusters, like Silicon Valley, has shifted local economic policy to the point where an

entrepreneurial cluster has been promoted routinely. Lessons from recent and past crises

have emphasized the importance of creating strong urban communities to insulate the local

economy from macro shocks. Because of the presence of supplier linkages, labor market

pooling and knowledge spillovers, agglomeration effects may help the local economy recover

quickly from recession. My study will specifically examine whether the workings of agglom-

eration economies have become more pronounced after the Great Recession by exploring the

determinants of firm births before and after the Great Recession, 2004-2007 and 2008-2011.

My analysis has two main parts. First, I explore the determinants of industry clusters

by examining the location of new manufacturing firms in United States over a substantial

time period. In particular, I estimate the roles of Marshallian factors and local conditions

in generating new firm activity between 2004 and 2011. I use the Reference USA historical

business dataset1, which has only recently become available for researchers to use. I replicate

my analysis at the Metropolitan Statistical Area level and at the county level given the

concern that industry spillover and local conditions may operate at different geographical

units.

Second, I focuse on comparing and contrasting new firm creation in the pre- and post-

crisis time periods. Previous research discusses on the one hand, how the presence of a strong

cluster could make the regional economy more resilient to shocks(Delgado et al., 2015). On

the other hand, a cluster could make a region more vulnerable to negative shocks when the

shocks propagate among industries (Acemoglu et al., 2013). The financial crisis of 2008

provides an opportunity to investigate whether negative macro shocks would change how

firm location decisions respond to the agglomeration effects. A simple approach is explored.

Given the richness of the firm-level data set, I am able to divide the analysis into two time

periods, 2004-2007 and 2008-2011. The comparison between the two time periods allows me

analyze if there has been a strengthening or weakening of agglomerative forces during the

recent chaotic financial times at the national level.

My main findings can be summarized as follows. The results suggest that labor market

pooling and input-output linkages have the most robust effects, positively influencing ag-

1Reference USA website: http://www.referenceusa.com/Home/Home
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glomeration at all levels of geography. Knowledge spillovers positively affect agglomeration

only at the county level. Natural advantages can partially explain the geographic distribu-

tion of manufacturing activities. Moreover, I find that corporate taxes discourage firm births

but the effects are weaker in more geographically concentrated industries. The comparison

of the two periods suggests that there has been a strengthening of agglomerative forces af-

ter the Great Recession. One possible explanation is that negative shocks may make new

firms more risk averse and that they are more likely to choose the place where the industry

relations are strong.

The rest of the paper is organized as follows. In section 2, I discuss the relevant literature.

Section 3 presents the location choice model. Section 4 and section 5 describe the data and

variables. Section 6 lays out the empirical specification. In section 7, I report and discuss

the results. Section 8 concludes.

2 Related Literature

A rich empirical literature on agglomeration economies focuses on the determinants of geo-

graphical concentration2. There are identification issues related with those approaches: the

presence of omitted variables and simultaneity. An approach to deal with endogeneity prob-

lems was first developed Rosenthal and Strange (2003). They estimate the births of new

establishments and their associated employment levels as functions of local industrial char-

acteristics. Results indicate that agglomeration economies attenuate with distance and that

industrial organization affects the benefits of agglomeration. Ellison et al. (2010) addresses

identification difficulties by developing two sets of instrumental variables. The results sup-

port the empirical relevance of the Marshallian agglomeration factors in that the coefficients

on all three mechanisms are positive and significant. Input sharing is the most important

agglomeration mechanism. Agglomeration economies have also been found in studies in

other countries (Jofre-Monseny et al., 2011; Autant-Bernard, 2006; Guimaraes et al., 2000;

Roberto, 2004; Egeln et al., 2004; Wu, 1999). Empirical work shows the evidence that ag-

glomeration effects are stronger in less advanced countries like China, India and Colombia

(Chauvin et al., 2013; Combes et al., 2015; Duranton, 2016).

It has long been recognized that natural advantages can also affect the location decisions

of firms (Kim, 1999; Ellison and Glaeser, 1999). Ellison et al. (2010) construct an index

which reflects agglomeration due to natural advantage based on the 16 natural advantages

2See Rosenthal and Strange (2004) and Combes and Gobillon (2015) for review articles.
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studied in Ellison and Glaeser (1999). Earlier studies on the effect of taxation have yielded

mixed results (Carlton, 1983; Brülhart et al., 2012; Rohlin et al., 2014).

Agglomeration effects may be heterogeneous over time. Many discussions either show

how agglomeration effects are becoming less important, as transportation costs have fallen or,

instead, how proximity increasingly matters (Duranton, 2016). This paper is closely related

to the empirical literature that seeks to determine the relative importance of agglomeration

mechanisms. Glaeser and Kerr (2009) study the local determinants of manufacturing firm

entry at the city level for the time interval 1976-1999 when the number of manufacturing

establishments was increasing, as shown in figure 1. They found evidence that local labor

market pooling is strong. Input sharing appears to matter less than labor pooling. However,

there has been a steady decrease in manufacturing establishments in the U.S. starting from

late 1990s. It would be interesting to understand whether agglomeration effects remain

important to the location choice when the manufacturing sector experiences a persistent

decline. I extend previous work by exploring the effects of industrial externalities, taxes

and natural advantage on new firm location decisions during the period of 2004-2011. To

complement the existing urban literature, my paper aims to investigate the importance of

agglomeration effects before and after the 2008 financial crisis, in particular to examine

whether the nation-wide negative shock has any impact on the workings of agglomeration

mechanisms at the local level.

3 A Model of Location Choice by New Firms

In this section, I explain a simple model in which geographical concentration is the result of

random profit-maximizing location decisions made by new firms. Industry-specific spillovers

and natural advantages lead firms to cluster together.

Firm i chooses from J options correspond to the area that will yield the highest expected,

the profit derived by firm i if it locates at area j is given by (Carlton, 1983; McFadden, 1973;

Arauzo-Carod et al., 2010; Bhat et al., 2014):

πij = γz
′

ij + εij, i = 1, ......, N ; j = 1, ......, J, (1)

where z
′
ij represents a vector of explanatory variables and εij is an error term that is iid

extreme value. The probability that the firm n chooses alternative is:
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pij =
exp(γz

′
ij)∑J

j=1 exp(γz
′
ij)
. (2)

Given data on firms’ choices, γ can be estimated by maximizing the log likelihood function

(Guimaraes et al., 2003):

log Lij =
N∑
i=1

J∑
j=1

qij log pij =
N∑
i=1

J∑
j=1

qij log
exp(γz

′
ij)∑J

j=1 exp(γz
′
ij)
, (3)

where qij = 1 in case firm i choose location j and qij = 0 otherwise.

Estimation of γ is complicated in the presence of agglomeration effects. To see this,

suppose firm i and firm k affect each other’s location decisions simultaneously. These effects

are difficult to identify in the firm level regression above. δ represents the effect of firm k on

firm i’s location decisions when both firms choose to locate in geographic unit j :

log Lij =
N∑
i=1

J∑
j=1

qij log pij =
N∑
i=1

J∑
j=1

qij log
exp(γz

′
ij + δsik)∑J

j=1 exp(γz
′
ij + δsik)

, (4)

suppose sik is omitted from the regression, and the relation between x
′
iand sik is given by

sik = θz
′
ij. Equation (4) can be written as:

log Lij =
N∑
i=1

J∑
j=1

qij log pij =
N∑
i=1

J∑
j=1

qij log
exp(γz

′
ij + δθz

′
ij)∑J

j=1 exp(γz
′
ij + δθz

′
ij)
. (5)

Endogeneity bias introduced by agglomeration is difficult to address because most quasi-

experimental sources of variation will impact both firm i and k. Moreover, the direction of

the bias is not clear because the sign of γ can be positive or negative. The sign of δ would

be positive in the case that firms can benefit from each others when they choose to locate

in the same areas. In contrast, firms may choose to avoid locating close to their competitors

if they suffer a decline in market share. The sign of δ is likely to be negative when the

cost of clustering overweighs the benefits. One way of dealing with the issue is by moving

toward aggregate territorial units. Most recent research on location choices has been based

on count data models. A count model considers territorial location as the unit of analysis and

can be derived as an aggregatelevel reduced form. Second, firm-level estimation generally

uses very few firm characteristics because of the unavailability of such data (Arauzo-Carod

et al., 2010). These issues can turn aggregate territorial-level regression into the preferred
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specification. Guimaraes et al. (2003) assume that individual decisions are based on a vector

of choice specific variables common to all firms, zij = zj:

log Lij =
N∑
i=1

J∑
j=1

qij log pij =
J∑

j=1

nj log pj =
J∑

j=1

nj log
exp(γz

′
j + δ̄θz

′
j)∑J

j=1 exp(γz
′
j + δ̄θz

′
j)

(6)

δ̄θz
′
j can be replaced with regional fixed effects. Guimaraes et al. (2003) proved that log likeli-

hood coefficients can be equivalently estimated using the Poisson regression with exponential

mean function

E(nj) = exp(γz
′

j), (7)

where E(nj) is the count of new births in industry i that locate in geographical j. Poisson

models are particularly useful when a highly disaggregated territorial level is used (Arauzo-

Carod, 2008). Because the area of each unit is small, a large number of these areas is likely

to not receive any new establishments. Poisson models are ideally structured to deal with

the zero problems.

4 New Manufacturing Firms

In recent years, the increasing availability of firm-level data has enabled scholars to access

data at very detailed geographical units. The manufacturing sample that I use is retrieved

from the ReferenceUSA Historical Business Database. This firm-level database contains

the industry of each firm3 and its location, employment size, corporate structure and more,

tracing the firm information from its beginning year. In my empirical work, I define the

dependent variable as the count of firms in the manufacturing sector established between

2004 and 2011 by industry and location. The industry definition that I use corresponds to the

three or four digit level of the 2002 North American Industry Classification system. I begin

with 2600 MSA-industry pairs that are formed by using the top 50 Metropolitan Statistical

Areas in the United States which have population above 1.1 million in 2010. Alternatively,

in order to investigate agglomeration sources that are across small geographical units within

dense areas, I construct a smaller sample consisting of 299 counties which located in the top

35 MSAs with population above 1.8 million in 2010.

3RefUSA is a data set of establishments, my paper study new firms that are single-location only.
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Table 1 includes the five MSAs, counties and industries with the highest number of new

manufacturing firms over the time period 2004-2011. Table 2 documents distributions of

manufacturing firm type. 92.47% of firms are single locations. This paper only focuses on

single locations. I report the mean annual entry counts and entry employments of new firms

over the 2004-2011 in table 3. Figure 2 presents the distribution of establishment entry sizes.

Over three-fourths of new firms begin with four or fewer employees.

Figure 3 presents the distributions of the dependent variables at the MSA-industry level

and county-industry level. Firm entry distributions are highly skewed since many MSA-

industry and county-industry observations experience very limited entry. OLS regression

would be inappropriate to use in the estimation where the data-generating process is so

skewed. Previous empirical work has dealt with the excessive number of zeros, in one of two

models: the Tobit model and the Count model. The Tobit model is designed to estimate the

relationships between variables when the dependent variable is either left-censored or right-

censored. In some data sets, we cannot observe values above or below some threshold because

of a censoring or truncation mechanism. Tobit models allow for these cases. However,

Tobit models have the limitation that they consider the zero outcome to be the result of

censoring, whereas a zero outcome is a natural outcome variable in the firm-level location

data (Rocha, 2008). Count data models, including Poisson and Negative Binomial models,

consider territory as the unit of analysis. Ideally, small geographical units are preferred

because large geographic units contain heterogeneity within themselves (Guimaraes et al.,

2003). The count data approach allows for large sets of location choices with frequent zero

outcomes. The problem with Poisson regression models is that count data frequently suffers

from overdisperion (variance greater than the mean) which violates the Poisson assumption

of equal mean and variance. A common practice is to adopt the Negative Binomial model

which does not impose the restriction of equal mean and variance, and so the Negative

Binomial is my preferred estimation technique. For comparison, I also report the results for

Tobit models in appendix A tables 12-13.

5 The Determinants of Industrial Location

The goal of this section is to describe how I measure of the determinants of firm location. My

strategy is to use the Negative Binomial model to regress counts of new births on proxies for

Marshallian factors: input sharing, labor market pooling, and knowledge spillovers. I also

provide controls for natural advantages and local government policies. Summary statistics
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are provided in Table 4.

5.1 Agglomeration Theories

Agglomeration economies are probably the most studied determinants of industrial location

and their measures can be elusive. My primary goal is to assess the importance of Marshall’s

theories of agglomeration to the manufacturing sector in the US. In the urban economics

literature, the strongest evidence by far is for labor market pooling. The evidence on input

sharing is mixed. The presence of intermediate good customers is likely to encourage new firm

births, while the presence of input sources is likely to encourage the birth of new plants by

old firms (Rosenthal and Strange, 2004). Knowledge spillovers have been tricky to measure

and may have somewhat weaker effects. Intellectual sharing may be better captured by

occupation correlations (Porter, 1990) than by patent citations. In the following subsections,

I briefly discuss the Marshallian mechanisms and the metrics I construct to capture industrial

spillovers.

5.1.1 Input shares

Some of mechanisms of agglomeration that Marshall discusses include input sharing–firms

locate near one another to share a large base of suppliers or to be closer to intermediate good

customers. A concentration of firms enables them to reduce the cost of obtaining inputs and

shipping goods to customers. Because of technologies and quality of goods, there has been a

remarkable decline in transportation costs in the past decades (Glaeser and Kohlhase, 2004).

One of objectives of this paper is to access whether supplier-consumer relationships remain

important when transportation costs are likely decreasing.

To test the importance of the mechanism, I use 2002 and 2007 Input-Output Accounts

published by the Bureau of Economic Analysis (BEA) to measure the extent that indus-

tries buy and sell from one another. The input-output tables provide information on the

commodity inputs that are used by industries and commodities produced by industries. I

construct two sets of weight following previous work(Jofre-Monseny et al., 2011):

SI
ij =

inputsi←j

total inputsi
, (8)

SO
ij =

outputsi→j

total outputsi
, (9)
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where SI
ij is defined as the share of industry i’s input that come from industry j (including

those in the agriculture and the services sectors), SO
ij is defined as the share of industry i’s

output that is sold to industry j. The shares range from zero to one.

Based on the weights described in (9) the industry that most intensely relies on input sup-

pliers is motor vehicle manufacturing (NAICS 3361) which obtains 59.1% of its inputs from

producers of motor vehicle bodies, trailers and parts (NAICS 3362). The second highest

input share value of SI
ij is 0.485, which represents 48.5% of inputs that come to the manufac-

turing of pulp, paper and paper board mills (NAICS 3221) comes from the manufacturing

of converted paper products (NAICS 3222). The highest value of the output shares SO
ij is

0.503 for manufacturing of motor vehicle bodies, trailers and parts (NAICS 3362), which

represents 50.3% of their output is sold to the motor vehicle manufacturing (NAICS 3361).

The second highest value is 0.422, which show the producers of resin, rubber and artificial

fibers (NAICS 3252) sell 42.2% of their outputs to plastics and rubber products manufactur-

ing (NAICS 3260). Based on these two sets of shares I construct the variables inputig and

outputig :

inputig =
∑
j 6=i

(SI
ij · Egj), (10)

outputig =
∑
j 6=i

(SO
ij · Egj). (11)

The bracketed term in equation (10) multiplies the national share of industry i’s input

that come from industry j (SI
ij) with industry j’s employment in the location g (Egj).

Industries that have stronger supplier relationships with industry i are given higher weights.

Employment data are drawn from the Economic Census4. Data sets have been published

every five years (2002, 2007, 2012, etc.). I report the descriptive statistics of employment in

table 4. By summing across industries, I obtain inputig which measure the local employment

in the industries that provide inputs to industry i’s. I apply the same methodology to

construct the variable outputig where industries have stronger intermediate good customer

relationships are given higher weights. The construction of outputig measures the local

employment in the industries that are industry i’s buyers.

4Manufacturing: Industry Statistics for the States, Metropolitan and Micropolitan Statistical Areas,
Counties, and Places
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5.1.2 Labor market pooling

The location of manufacturing firms might become less dense because of low transport costs

for goods. However, moving people is still expensive (Glaeser and Kohlhase, 2004). Labor

may be the most important factor for any new firm. Many industries require specialized

workers. The location of new firms could be a function of the concentration of other firms

because there are gains from a thick labor market. Marshall argued about the risk-sharing

properties of a thick labor market. Workers can be better shielded from firm-specific negative

shocks by moving across firms and industries (Diamond and Simon, 1990; Overman and Puga,

2002). Meanwhile, firms can experience more efficient matches and be more productive when

accessing larger labor pools. These properties suggest that firms that use similar workers

may have advantages if they locate near one another.

The occupational similarity index is intended to capture the importance of labor pool-

ing. The National Industrial-Occupation Employment Matrix 2002 and 2007 (NIOEM) is

the source for occupation data. The NIOEM published by the Bureau of Labor Statistics

catalogues occupational employment patterns across industries with 462 occupations. Fol-

lowing previous work (Duncan and Duncan, 1955; Jofre-Monseny et al., 2011), the variable

occupationalsimilarityij measures the extent to which industry i and j use similar types of

labor:

occupational similarityij = 2/
∑
o

|Lki

Li

− Lkj

Lj

|, (12)

where Lki

Li
denotes the share of occupation k in the industry i. The more similar are workers

that the two industries use, the smaller the absolute differences between the share of occu-

pation k in the industry i and the share of occupation k in the industry j, and the larger

the value of occupational similarityij.

To increase the weights assigned to the most similar industries, I sort in descending order

all industries based on the occupational similarity with industry i and only consider the six

closest industries ( these are all within one standard deviation above the mean), Following

previous work (Jofre-Monseny et al., 2011) I define:

Sos
ij = 0 if rank > 6th, (13)

Sos
ij =

occupational similarityij∑6
rank=1 occupational similarityij

if rank ≤ 6th. (14)
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Industrial machinery manufacturing (NAICS 3332) and other general purpose machinery

manufacturing (NAICS 3339) have the most similar employment pattern among industries

pairs. Based on the weights the variable laborig is constructed as:

laborig =
∑
j 6=i

(Sos
ij · Egj), (15)

where laborig measures local employment in the industries that use similar type of workers

with industry i.

5.1.3 Knowledge spillovers

Knowledge spillovers could be a function of clustering because there are gains from people

being able to interact. Marshall considered that employees learn skills and knowledge eas-

ily from each other in an industrial cluster. However, knowledge spillovers are difficult to

identify. In the literature, the most direct test of knowledge spillovers is provided by patent

citations showing that firms at knowledge-intensive industries are more likely to cite other

firms who are spatially closer (Jaffe et al., 1993; Agrawal et al., 2008, 2010), although the

implied effect tends to be weak (Glaeser and Kerr, 2009; Ellison et al., 2010).

Research on knowledge spillovers in my paper has been limited given imperfect measures

of intellectual spillovers and unavailability of national patent data classified by industry. The

source of data on knowledge spillovers I use is based on Ellison et al. (2010) patent matrix

which captures industry i citations to technologies associated with industry j, and vice versa.

They constructed measures of intellectual spillovers across an industry pair using the NBER

Patent Database5.

The constructed patent matrix from Ellison et al. (2010) corresponds to the 1987 Stan-

dard Industrial Classification (SIC). I use the concordance between 1987 SIC and the 2002

NAICS provided by the Census Bureau to convert the 1987 SIC patent matrix to the 2002

NAICS matrix. patentini←j represents industry i cite technologies from industry j and

patentouti→j represents industry i’s technologies are cited by industry j. In a manner anal-

ogous to the weights I defined for my measures of labor market pooling, I only consider the

four closest values (which fall within one standard deviation above the mean) with industry

i. If rank > 4th:

5The NBER Patent Data file contains records for all patents granted by the United States Patent and
Trademark office (USPTO) from January 1975 to December 1999. The USPTO classifies patents data
by technology categories rather than by industries.Ellison et al. (2010) develop concordances between the
USPTO classification and SIC3 industries
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Spi
ij = 0, Spo

ij = 0, (16)

and if rank ≤ 4th:

Spi
ij =

patentini←j∑4
rank=1 patentin

, Spo
ij =

patentini→j∑4
rank=1 patentout

(17)

Based on the set of weights I construct the variables citingig and citedig which are measures

of local employment that share knowledge with industry i:

citingig =
∑
j 6=i

(SI
ij · Egj), (18)

citedig =
∑
j 6=i

(SO
ij · Egj), (19)

where industries that cite more patents in their production processes are given higher weights.

Hence, citingig and citedig are measures of the local employment in the industries that share

knowledge and ideas with industry i.

5.1.4 Natural advantage

In addition to Marshallian spillovers, empirical work on firm clustering often looks at a sim-

pler alternative: an industry may be concentrated if firms choose the locations that have

natural advantages (Kim, 1999; Ellison and Glaeser, 1999). Previous work finds that only

one-fourth of the propensity to cluster can be attributed to natural advantage (Ellison and

Glaeser, 1999). A simple way to identify effects of natural advantage on firm clustering

is to regress the number of firms in a given industry at the county-level on the county’s

resource endowmen(Kim, 1999). However, this approach does not consider whether or not

an industry is sensitive to the cost of a particular input (Ellison and Glaeser, 1999). For

instance, coal products manufacturing is more sensitive than pharmaceutical manufacturing

to the location of coal mining sites. To better measure natural advantages, I multiply state

(county)-level input variables (e.g. coal mining production) by the industry ratio which re-

flects the intensity of input use (the share of industry i’s input that comes from coal mine

industry). Two variables are designed to reflect the costs of two common inputs for manufac-

turing: coal mining production × coal use ratio and electricity price × electricity use ratio.
I obtain the data for resource endowments from U.S. Energy Information Administration
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(EIA)6. Data for input use ratio is retrieved from the US National Input-Output Accounts.

5.1.5 Tax impacts

The effect of taxation on industrial location is an issue that has been investigated by schol-

ars. According to earlier studies, taxation exerts a negative effect on the location of firms

(Brülhart et al., 2012; Jofre-Monseny and Solé-Ollé, 2012; Rohlin et al., 2014). I focus on

state corporate taxes. My data source for taxes comes from the Tax Foundation7, which

provides state corporate tax rates and brackets.

Brülhart et al. (2012) presents evidence that agglomeration forces can offset differences

in corporate taxes as determinants of firm location. The authors use an interaction term

between local corporate tax rates and a measure of agglomeration to estimate the sensitivity

of firm location to local taxes: tax×EGindex. The Ellison-Glaeser (EG) index is a measure

of agglomeration which identifies the concentration of industry. Ellison and Glaeser (1997)

define EG− index:

γEG
j =

∑M
i=1(si − xi)2 − (1−

∑M
i=1 x

2
i )Hj

(1−
∑M

i=1 x
2
i )(1−Hj)

, (20)

where si is the share of industry j’s employment in area i, xi is the share of total employment

in area i, Herfindahl indexHj =
∑N

k=1 z
2
k, zk is the size of the establishment k of industry

j. A positive estimated coefficient on the interaction term, tax × EGindex, implies that

location decisions of firms in more clustered industries are less sensitive to tax differences. A

negative coefficient implies that firms in industries with high EG−indexes are more sensitive

to taxes. I assemble EG− index from a variety of sources: Manufacturing: Industry Statis-

tics for the States, Metropolitan and Micropolitan Statistical Areas, Counties, and Places

(si); Concentration Ratio (Herfindahlindex); County Business Pattern Data (xi). When

comparing the values I compute for the EG − index, I find that Computer and peripheral

equipment manufacturing (NAICS 3441) is relatively dispersed, with the lowest EG− index
(EG=-0.21). Conversely, metalworking machinery manufacturing industry (NAICS 3335) is

the industry with a highest degree of geographical concentration (EG=0.032).

6EIA website: https://www.eia.gov/
7Tax Foundation website: http://taxfoundation.org/
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6 Empirical Specification and Identification Issues

I now present my empirical specification of how industry spillovers may contribute to firm

births at different geographical scales for the time interval 2004-2011. Negative Binomial re-

gressions have been performed using firm level data aggregated to the MSA and county level.

I begin by characterizing MSA-level traits with only Marshallian factors being considered as

explanatory variables:

Ni,g = β1 ·Marshalliani,g + β2 · Ei,g + αi + αg + εi,g, (21)

where the dependent variable Nig, is the count of new firm creations in industry i and

geographical unit g between 2004 and 2011. Marshallian factors include: (1) input-output

linkages inputig, outputig; (2) labor market pooling laborig ; (3) knowledge spillovers citingig,

citedig. I further control for the pre-existing number of own establishments in each MSA,

Ei,g.

As mentioned earlier, a potential concern with the specifications above is likely omitted

variables. The estimation would be biased if omitted variables are correlated with variables

representing geographical characteristics, which could lead to reverse causality. Marshallian

spillovers may be the result and not the cause of industry clustering. To address the issue of

simultaneity bias, I estimate the count of new firms by industry and location between 2004

and 2011 as a function of pre-determined variables. Therefore, the explanatory variables cor-

respond to 2002 to avoid potential simultaneity. Some omitted natural advantage variables

are still likely correlated with Marshallian factors. The inclusion of location-specific fixed

effects partially addresses this issue. The term αi corresponds to industry fixed effect and

αg corresponds to location fixed effect. Given the aforehand issues, I interpret estimates as

partial correlations rather than as causal effects throughout the paper.

I now turn to the county-level analysis. Agglomeration factors may perform differently

at different geographic scales. The application of count model for highly aggregated regions

poses a problem in that large geographic units may contain heterogeneity within themselves.

In practice, small geographic units are preferred because some factors are thought to take

place at the local level (Guimaraes et al., 2003). Information on firm characteristics of small

territorial units is not usually available with such a degree of detail. In this respect, the

existence of a richer dataset, the RefUSA historical business data allows the estimation of

location choices aggregated to the county level as well as to the MSA-level.

Data for natural endowments and tax rates are available at the county or state level.

15



Hence, county-level analysis allows me to include additional variables which reflect firm

location choices due to natural advantage, taxation and its interaction term with the EG-

index. With the control of county-industry employment, county employment, fixed effects,

the estimation can be written as:

Ni,g = β1 ·Marshalliani,g + β2 · Tg + β3 · Tg · EGi + β4 ·Natural Advantagei,g
+ β5 · log empi,g + β6 · log empg + αi + αg + εi,g.

(22)

Another concern with the specification is the issue of scale effect that a bigger city is

expected to have more births than a smaller area. Bartik (1985) emphasized geographical

units with more available land are more likely to be chosen. Therefore I performed a robust-

ness test, where I consider an alternate specification for the dependent variable, firm births

are normalized by the land area of the spatial unit. The results can be found in Appendix

B Tables 14-15.

Instead of analyzing all years simultaneously, it is possible to break them down into two

periods. The last specification to be highlighted is the regressions presented in equations (22)

and (23). I estimate the two time periods separately in order to compare and contrast the

effect of agglomeration before and after the Great Recession. The Great Recession had great

impacts on the manufacturing sector. It was the third most impacted sector followed by

the construction sector and FIRE (finance, insurance, and real estate), as shown in Figure

4. It is worth noting that there is a regional heterogeneity in the decline of new firms

after the Great Recession. Table 5 shows from 2004-2007 to 2008-2011, the number of new

manufacturing firms decreased by 19.73% in the Midwest region, followed by 16.95% in the

Northeast region, the Western region experienced the lowest decline between the two periods.

A sharp drop in new manufacturing births does not necessarily mean agglomeration forces

lose their function in the local economy. Agglomeration economies could mitigate some of

the effects of recessions so that firms choose to locate near clustering areas. An alternative

hypothesis is that the workings of agglomerative effects become weaker during the recession.

Cluster specialization may propagate negative shocks among related industries, so that firms

may choose to avoid areas where industrial clustering is strong. It would be interesting to

look at whether negative macro shocks would change the firm location decisions respond to

the agglomeration effects. The financial crisis of 2008 provides an opportunity to investigate

the workings of agglomeration effects on the local economy. A few steps are taken to generate

balanced data sets for each period 2004-2007 and 2008-2012. The comparison between the
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two data sets allows the discussion of the potential effects of agglomeration externalities over

time.

7 Results

As I discussed in the introduction, the main aims of this paper are to examine the deter-

minants of firm locations and to compare the different intensities at different geographical

units.

I first report and discuss the results at the MSA level. Note that the Marshallian forces

are measured in logs, so that the coefficient estimates can be interpreted as elasticities

given the Poisson exponential mean specification. The regression results for are shown in

table 6. The estimates reported in the first column of table 6 imply that a 1% increase

in MSA employees in industries that provide the inputs to industry i increase new firms in

industry i by 0.057%. Likewise, that a 1% increase in MSA employees in industries that have

intermediate good customer relation to industry i increase new firms creation in industry i

by 0.125%. I find the statistically significant evidence of the existence of intermediate good

customer relationship, but the presence of input suppliers is weaker. Column 2 finds that

labor market pooling is the strongest explanatory variable among the Marshallian factors.

Increasing by 1% the employees in industries that use similar workers as those used by

industry i is associated with a 0.128% increase in new firms. Labor is an important factor for

any new firm, particularly important at highly aggregated geographical units. The results

in column 3 indicate that knowledge spillovers have weak correlations with firm location

choices. The results imply that knowledge spillovers do not seem to be a driver of clustering

in the 2004-2011 time period. However, my findings do not mean these effects are not ever

important. Porter (2007) emphasizes knowledge and idea sharing between workers may be

better captured by measuring occupation relations. Column 4 reports the regression results

obtained when all Marshallian factors are considered simultaneously. The results in table 6

provide suggestive evidences for the importance of labor market pooling and input sharing,

but the evidence here is weaker for the knowledge spillovers. Table 7 provides the estimated

marginal effects evaluated at the means of the independent variables.

Industries’ spillovers may perform at different intensities at different geographical units.

Table 8 and 9 report the county-level estimations. Table 9 reports estimated marginal effects

associated with the negative binominal regressions. Column 1 of table 8 and 9 include three

Marshall agglomeration measures as well as natural advantage and tax effects. Labor market

17



pooling continues to be strong. The presence of industrial customers is also important, but

the explanatory power of input suppliers remains insignificant. Workers and intermediate

good customers seem to drive location decisions of manufacturing startups. The results imply

that knowledge spillovers have a positive association with geographical concentration when

they are measured at the county level. There are many reasons why knowledge spillovers are

significant at a smaller spatial scale. The geographical scope of knowledge spillovers may be

very limited and the county may be a more appropriate geographical scale to capture effects

than is the larger MSA. Overall, the estimations on Marshallian agglomeration mechanisms

generate qualitatively the same results as at the MSA level but with smaller magnitudes of

the estimated effects.

The negative estimated coefficient on Tax and positive estimated coefficient on Tax×EG
suggest that taxes deter firm births, however, firms in the industries with high EG indices

experience relatively low firm births. The result implies that more agglomerated industries

are less sensitive to tax differentials. Two proxies for natural advantage are designed to

capture local cost advantages. The results indicate that industries with intensive use of coal

tend to concentrate in places with rich coal deposits. Low electricity price is more likely

to attract firms which heavily rely on electricity in their production. Overall, the results in

column1 suggest that all sources or mechanisms of agglomeration and local conditions are

relevant.

The costs and benefits in firm location choices are often evaluated in the context of

agglomeration economies and agglomeration diseconomies (Bhat et al., 2014). Agglomeration

economies refer to the benefits that firms experience when locating near one another, while

agglomeration diseconomies refer to the negative effects that firms experience when they

cluster together. In order to test agglomeration diseconomies, column 2 incorporates county

employment which excludes own industry employment. The estimated coefficient for county

employment suggests firm births may be negatively correlated with overall employment given

the fact that increased competition, congestion associated with agglomeration. The results

suggest that the crowding effects associated with increased employment may more than offset

the benefits of agglomeration (Jofre-Monseny et al., 2011).

Because data is available at the county level, I am able to include MSA fixed effects in

the model. I replace county fixed effects with MSA fixed effects in column 3. These fixed

effects control for a wide range of metropolitan characteristics that might affect firm births.

One can assume that firms first choose which MSA to locate and then decide in which county

to locate within the chosen MSA. Such a structure produces random components correlated
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between counties within a given MSA (Jofre-Monseny et al., 2011; Combes and Gobillon,

2015). It is interesting to note that labor appears insignificant in this specification. The

results imply that labor market is more flexible at disaggregated geographical level. It is

not hard to imagine that workers are reluctant to live in one MSA and work in another.

But workers may be willing to live and work across different counties within a given MSA.

For instance, workers may be willing to buy housing located in a good school district even

though it may be far away from their work place.

My last topic to discuss is the comparison of the two time periods before and after the

Great Recession (sees tables 10-11). Table 10 reports comparisons at the MSA level. Input

sharing appears to have a much larger effect on firm births after the financial crisis. In

particular, the presence of input suppliers becomes statistically significant. The estimates

imply that an increase of 10 employees in industries that supply inputs to industry i creates

1.47 new firms before the recession, and 4.68 new firms in the post-crisis period. In contrast,

firm locations appear to be less responsive to local labor market conditions after the recession.

An increase of 10 employees in industries that use similar type of workers as those used

by industry i increase new firms by 6.22 before the recession, but only 2.53 in the post-

crisis period. It is not surprising given the fact that many workers were laid off during the

recession, and among them manufacturing workers may have suffered the most. Some workers

may change their occupation, or even exit the labor force after long-term unemployment.

Knowledge spillovers effects do not seem to be affected by the split of the data. Next,

I look at the lower level of aggregation, the county level, in table 11. There has been

a strengthening of Marshall forces at the county level. The magnitudes of the estimated

coefficients are larger for input-output linkages and labor market pooling. The workings

of agglomeration economies have become more pronounced after the Great Recession. One

possible explanation is that risk-aversion may play a role in the location choice process.

Facing national negative shocks, firms may be more likely to locate in the areas where the

clustering of firms may create an advantage to reduce the amount of uncertainty.

8 Conclusion

This paper contributes to the empirical literature on agglomeration economies and the im-

portance of each of Marshall’s agglomeration mechanisms. A unique firm-level data set, the

ReferenceUSA Historical Business Database, allows me to explore the determinants of new

manufacturing firm locations for the time interval 2004-2011 at different geographic scales..
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The richness of the firm-level data set allows me to split the data into pre- and post-crisis

time periods, 2004-2007 and 2008-2011. Thus I am able to be one of the first researchers to

explore how the workings of agglomeration effects varies before and after the financial crisis.

Considering my findings for the entire time period 2004-2011, my results indicate that

proxies for labor market pooling and intermediate good linkages have the most robust ef-

fects, positively influencing agglomeration at both the MSA and county levels. Proxies for

knowledge spillovers, in contrast, positively affect agglomeration only at the county level.

The evidence on input suppliers is somewhat weaker, there appears to be a very limited role

for the presence of input suppliers to explain patterns of entry across regions and industries.

On the broader level, my paper provides strong support for Marshallian factors relating to

labor pooling and input sharing mechanisms, but it does not support the importance of

knowledge spillovers. Glaeser and Kerr (2009) also find that the most important mechanism

is labor market pooling at the city level during the period of 1976-1999. Similar findings are

found to hold for manufacturing sectors in other countries, like Spain. Jofre-Monseny et al.

(2011) provide evidence of labor market pooling, followed by input sharing.

It would be interesting to understand whether of not my findings for the manufacturing

sector generalize to other sectors, such as services. Many services involve face to face contact

which sometimes requires higher transport costs. These services are most likely to concen-

trate when they can benefit from clustering near customers (Ellison et al., 2010; Glaeser,

2010) . Knowledge spillovers may be more important in innovative sectors, such as those

industries located in Silicon Valley.

I do find that some natural advantage variables are very important for new manufac-

turing firm births. The results suggest that natural advantage can account for a portion

of geographic concentration. The role of local taxes in determining the location of new

manufacturing firms is identified in the paper. Firm births on average react negatively to

corporate taxes but the effects are weaker in the industries that are more geographically

concentrated. Overall, these results suggest that local variables do help us to understand

the heterogeneity that exists in births of new manufacturing firms.

My last and perhaps most important finding here is that the significance of Marshallian

factors does not seem to be affected by the split of the data before and after the Great

Recession. However magnitudes do change. There has been a strengthening of local agglom-

erative forces after the recent chaotic financial times at the national level.New firms may

become more risk averse after after large negative shocks and may be more likely to choose

a location where industry relations are strong. The presence of agglomerative forces may
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attract new firms to local areas and therefore help local economies to recover more quickly

after recessions. I hope my approach will be useful in future explorations of agglomerative

forces for other industrial sectors and in other countries.
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Figure 1: Number of Manufacturing Establishments in the US (1977-2014)
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Table 1: New Manufacturing Firms in Top 50 MSAs (2004-2011)

MSAs New firm count

Panel A. five MSA with the highest number of new firms
Los Angeles-Long Beach-Santa Ana, CA 18,676
New York-Newark-Edison, NY-NJ-PA 17,317
Chicago-Naperville-Joliet, IL-IN-WI 9,332
Dallas-Fort Worth-Arlington, TX 7,056
Miami-Fort Lauderdale-Miami Beach, FL 6,842

Counties New firm count

Panel C. four counties with highest number of new firms
Los Angeles, CA 13,835
Cook, IL 4,865
Orange, CA 4,841
Harris, TX 4,499
Dallas, TX 3,827

Industry New firm count

Panel B. four industry with the highest number of new firms
Other miscellaneous manufacturing (3399) 27,195
Printing and Related Support Activities(3231) 23,301
Household and Institutional Furniture and Kitchen Cabinet Manufacturing (3371) 14,504
Bakeries and Tortilla Manufacturing (3118) 14,110
Machine Shops; Turned Product; and Screw, Nut, and Bolt Manufacturing (3327) 7,788

Sources: Reference USA Business Historical Database (2004-2011)
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Table 2: Distribution of Manufacturing Firm Types (Entire Country)

Total Firms Single Location Percent Branch Percent
278,601 257,610 92.5 20,991 7.5

Sources: Reference USA Business Historical Database (2004-2011)
Notes: Only single locations are considered in this paper.

Table 3: Manufacturing Firm Entry (Entire Country)

Mean Annual Entry Counts 32,348
Counts by Entry Size
1-4 Employees 64.2%
5-19 Employees 29.8%
20-99 Employees 4.5%
101+ Employees 1.5%

Sources: Reference USA Business Historical Database (2004-2011)

Figure 2: Distribution of Firm Entry Size (2004-2011)

Sources: Reference USA Business Historical Database (2004-2011)
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Table 4: Summary Statistics

Mean S.D. Min Max
No. of firms (MSA-industry level)04−11 58.35 193.00 0 3,244
No. of firms (MSA-industry level)04−07 31.87 108.67 0 1,925
No. of firms (MSA-industry level)08−11 26.48 85.80 0 1,411
No. of firms (county-industry level)04−11 8.77 49.01 0 2,119
No. of firms (county-industry level)04−07 9.27 38.62 0 1,240
No. of firms (county-industry level)08−11 7.70 29.27 0 902
No. of employees (MSA-industry level)2002 2,668 5,840.01 0 80,838
No. of employees (MSA-industry level)2007 1,803 4614.123 0 57,567
No. of employees (county-industry level)2002 340 1,741.01 0 71,623
No. of employees (county-industry level)2007 265 1,400.54 0 52,636
Coporate tax rate(%)2002 5.62 2.68 0 9.99
Coporate tax rate(%)2007 6.33 2.09 0 9.99
Electricity price (cents per kilowatthour)2002 5.00 1.51 3.04 9.37
Electricity price (cents per kilowatthour)2007 6.84 1.97 3.95 13.03
Coal mining production (000 tons)2002 71.99 599.12 0 7,027
Coal mining production (000 tons)2007 74.29 519.95 0 4,488

Notes: No. of firms refers to number of new manufacturing firms, data is retrieved from Reference USA
Business Historical Database (2004-2011). No. of empolyees refers to number of existing employees in
year 2002, data are drawn from the Economic Census: Manufacturing: Industry Statistics for the States,
Metropolitan and Micropolitan Statistical Areas, Counties, and Places. Mean and standard deviations for
No. of firms and No. of employees are measured across industry and regional level.

Figure 3: Distribution of Dependent Variables

(a) MSA-industry level (b) County-industry level
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Figure 4: Number of Establishments, by Sectors (2001-2014)

AGR: Agriculture, Forestry, and Fishing
TCU: Transportation, Communication, and Public Utilities
FIRE: Finance, Insurance, and Real Estate

Table 5: Regional Manufacturing Firm Entry (Entire Country)

2004-2007 2008-2011 ∆%
Midwest 29,959 24,048 −19.73%
Northeast 24,288 20,171 −16.95%
South 48,555 41,367 −14.8%
West 35,736 33,039 −7.54%

Sources: Reference USA Business Historical Database (2004-2011)
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Table 6: Estimations of Mfg. Entry Counts. Negative Binomial Regression, MSA-Industry Level

Dependent Variable No. of New Firms (2004-2011)

(1) (2) (3) (4)

ln Input2002 0.057 0.006
(0.043) (0.056)

ln Output2002 0.125*** 0.095***
(0.029) (0.025)

ln Labor2002 0.128*** 0.091**
(0.044) (0.046)

ln Citing2002 0.037 0.007
(0.028) (0.026)

ln Cited2002 0.019 0.001
(0.030) (0.032)

Control
No. of Establishemnts Y Y Y Y
in MSA-industry2002

Industry fixed effects Y Y Y Y
MSA fixed effects Y Y Y Y

No. of Industries 52 52 52 52
No. of MSA 50 50 50 50
Observations 2600 2600 2600 2600

Notes: Estimate model: Ni,g = β1 ·Marshalliani,g + β2 · Ei,g + αi + αg + εi,g. Includes top 50 MSAs (based
on 2000 census population). Robust standard errors (in parentheses) are clustered at MSA level. ∗ indicates
significant at 10%, ∗∗ indicates significant at 5%,∗ ∗ ∗ indicates significant at 1%.
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Table 7: Estimations of Mfg. Entry Counts. Marginal Effects at the Means (Negative Binomial
Regression), MSA-Industry Level

Dependent Variable No. of New Firms (2004-2011)

(1) (2) (3) (4)

ln Input2002 0.767 0.082
(0.586) (0.757)

ln Output2002 1.689*** 1.275***
(0.393) (0.332)

ln Labor2002 1.723*** 1.229**
(0.592) (0.623)

ln Citing2002 0.503 0.092
(0.381) (0.351)

ln Cited2002 0.250 0.001
(0.401) (0.424)

Control
No. of Establishemnts Y Y Y Y
in MSA-industry2002

Industry fixed effects Y Y Y Y
MSA fixed effects Y Y Y Y

No. of Industries 52 52 52 52
No. of MSA 50 50 50 50
Observations 2600 2600 2600 2600

Notes: Estimate model: Ni,g = β1 ·Marshalliani,g + β2 ·Ei,g + αi + αg + εi,g. Includes top 50 MSAs (based
on 2000 census population). Robust standard errors (in parentheses) are clustered at MSA level.∗ indicates
significant at 10%, ∗∗ indicates significant at 5%,∗ ∗ ∗ indicates significant at 1%.
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Table 8: Estimations of Mfg. Entry Counts. Negative Binomial Regression, County-
Industry Level

Dependent Variable: No. of New Firms (2004-2011)

(1) (2) (3)
Marshall’s factors
ln Input2002 0.019 0.024 0.114***

(0.015) ( 0.015) (0.023)
ln Output2002 0.050*** 0.049** 0.070***

(0.019) (0.019) (0.022)
ln Labor2002 0.010** 0.009* −0.006

(0.005) (0.005) (0.010)
ln Citing2002 0.024*** 0.027*** 0.088***

(0.007) (0.007) (0.011)
ln Cited2002 0.003 0.003 0.106***

(0.006) (0.006) (0.010)
Corporate Tax
Tax2002 −0.487*** −4.988*** 0.003

(0.017) (0.803) (0.064)
Tax×EG index2002 0.103*** 0.093*** 0.106

(0.040) (0.033) (0.076)
Natural Advantage
Coal Mining Production2002 0.005*** 0.005*** 0.005***

(0.001) (0.001) (0.002)
Electricity Prices2002 −1.640** −1.563*** −2.616**

(0.761) (0.741) (1.062)
Control
County employment2002 N -7.732*** N

(1.383)

Own industry employment Y Y Y
in county(2002)

Industry fixed effects Y Y Y
County fixed effects Y Y N
MSA fixed effects N N Y
No. of industries 52 52 52
No. of Counties 299 299 299
Observations 15548 15548 15548

Notes: Estimate model: Ni,g = β1 ·Marshalliani,g +β2 ·Tg +β3 ·Tg ·EGi +β4 ·Natural Advantagei,g
+ β5 · log empi,g + β6 · log empg + αi + αg + εi,g. 299 counties within the top 35 MSAs. Robust
standard errors (in parentheses) are clustered at MSA level. ∗ indicates significant at 10%, ∗∗ indicates
significant at 5%,∗ ∗ ∗ indicates significant at 1%.
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Table 9: Estimations of Mfg. Entry Counts. Marginal Effects at the Means (Negative
Binomial Regression), County-Industry Level

Dependent Variable: No. of New Firms (2004-2011)

(1) (2) (3)
Marshall’s factors
ln Input2002 0.016 0.021 0.140***

(0.013) ( 0.013) (0.029)
ln Output2002 0.044*** 0.043*** 0.085***

(0.017) (0.017) (0.026)
ln Labor2002 0.009** 0.008* −0.007

(0.004) (0.004) (0.013)
ln Citing2002 0.021*** 0.023*** 0.108***

(0.006) (0.006) (0.014)
ln Cited2002 0.003 0.003 0.130***

(0.005) (0.005) (0.014)
Corporate Tax
Tax2002 −0.426*** −4.294*** 0.004

(0.015) (0.702) (0.079)
Tax×EG index2002 0.090*** 0.080*** 0.131

(0.035) (0.029) (0.094)
Natural Advantage
Coal Mining Production2002 0.004*** 0.004*** 0.006***

(0.001) (0.001) (0.002)
Electricity Prices2002 −1.433** −1.345** −3.212**

(0.666) (0.638) (1.334)
Control
County employment2002 N -6.657*** N

(1.207)

Own industry employment Y Y Y
in county(2002)

Industry fixed effects Y Y Y
County fixed effects Y Y N
MSA fixed effects N N Y
No. of industries 52 52 52
No. of Counties 299 299 299
Observations 15548 15548 15548

Notes: Estimate model: Ni,g = β1 ·Marshalliani,g +β2 ·Tg +β3 ·Tg ·EGi +β4 ·Natural Advantagei,g
+ β5 · log empi,g + β6 · log empg + αi + αg + εi,g. 299 counties within the top 35 MSAs. Robust
standard errors (in parentheses) are clustered at MSA level. ∗ indicates significant at 10%, ∗∗ indicates
significant at 5%,∗ ∗ ∗ indicates significant at 1%.
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Comparison of 2004-2007 and 2008-2011, MSA-Industry Level

Table 10: Estimations of Mfg. Entry Counts. Marginal Effects at the Means (Negative Binomial
Regression)

Dependent Variable: No. of New Firms (2004-2007) (2008-2011)

(1) (2)

ln Input 0.147 0.448*
(0.431) (0.229)

ln Output 0.685*** 0.748***
(0.196) (0.176)

ln Labor 0.622** 0.253***
(0.317) (0.079)

ln Citing 0.013 0.056
(0.191) (0.113)

ln Cited 0.219 0.085
(0.216) (0.111)

Control
No. of Estabs in MSA-industry Y Y
Industry fixed effects Y Y
MSA fixed effects Y Y

No. of Industries 52 52
No. of MSA 50 50
Observations 2600 2600

Notes: Includes top 50 MSAs (based on 2000 census population). Robust standard errors (in parentheses)
are clustered at MSA level. Independent variables correspond to year 2002 for (2004-2007), and year 2007 for
(2008-2011). ∗ indicates significant at 10%, ∗∗ indicates significant at 5%,∗ ∗ ∗ indicates significant at 1%.
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Comparison of 2004-2007 and 2008-2011, County-Industry Level

Table 11: Estimations of Mfg. Entry Counts. Marginal Effects at Means (Negative Binomial
Regression)

Dependent Variable: No. of New Firms (2004-2007) (2008-2011)

(1) (2)
Marshall’s factors

ln Input 0.006 0.011*
(0.007) ( 0.007)

ln Output 0.020** 0.023***
(0.009) (0.006)

ln Labor 0.004* 0.006**
(0.002) (0.003)

ln Citing 0.012*** 0.007**
(0.003) (0.003)

ln Cited −0.001 0.003
(0.003) (0.004)

Corporate Tax
Tax −0.181*** −0.157***

(0.008) (0.007)
Tax×EG index 0.053** −0.001

(0.025) (0.030)
Natural Advantage
Coal Mining Production 0.002*** 0.003

(0.001) (0.002)
Electricity Prices −0.614* −0.341

(0.329) (0.484)
Control
Own industry employment in county Y Y
Industry fixed effects Y Y
County fixed effects Y Y
No. of industries 52 52
No. of Counties 299 299
Observations 15548 15548

Notes: 299 counties within the top 35 MSAs. Robust standard errors (in parentheses) are clustered at MSA
level. Independent variables correspond to year 2002 for (2004-2007), and year 2007 for (2008-2011). ∗
indicates significant at 10%, ∗∗ indicates significant at 5%,∗ ∗ ∗ indicates significant at 1%.
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Appendix A: Tobit Model

Table 12: Marginal Effects at the Means (Tobit Model), MSA-Industry Level

Dependent Variable No. of New Firms (2004-2011)

(1) (2) (3) (4)

ln Input2002 3.325 4.646
(5.079) (5.555)

ln Output2002 8.340** 9.358**
(3.517) (3.701)

ln Labor2002 1.458 -4.900
(3.105) (3.855)

ln Citing2002 4.514 4.833
(3.899) (4.027)

ln Cited2002 -0.511 -1.282
(4.097) (4.107)

Control
Industry fixed effects Y Y Y Y
MSA fixed effects Y Y Y Y

No. of Industries 52 52 52 52
No. of MSA 50 50 50 50
Observations 2600 2600 2600 2600

Notes: Includes top 50 MSAs (based on 2000 census population). ∗ indicates significant at 10%, ∗∗
indicates significant at 5%,∗ ∗ ∗ indicates significant at 1%.
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Table 13: Marginal Effects at the Means (Tobit Model), County-Industry Level

Dependent Variable: No. of New Firms (2004-2011)

(1) (2) (3) (4) (5)
Marshall’s factors
ln Input2007 0.069 -0.070 -0.077

(0.209) (0.216) ( 0.216)
ln Output2007 0.159 0.032 0.035

(0.149) (0.153) (0.153)
ln Labor2007 0.218*** 0.175* 0.171*

(0.085) (0.090) (0.090)
ln Citing2007 0.153 0.127 0.128

(0.100) (0.101) (0.101)
ln Cited2007 0.146 0.131 0.130

(0.101) (0.101) (0.101)
Corporate Tax
Tax2007 N N N N -4.318***

(0.533)
Tax×EG index2007 N N N N 0.861

(0.912)
Natural Advantage
Coal Mining Production2007 N N N N 0.061

(0.057)
Electricity Prices2007 N N N N -14.302*

(7.389)
Control
Industry fixed effects Y Y Y Y Y
County fixed effects Y Y Y Y Y
No. of industries 52 52 52 52 52
No. of Counties 299 299 299 299 299
Observations 15548 15548 15548 15548 15548

Notes: 299 counties within the top 35 MSAs. ∗ indicates significant at 10%, ∗∗ indicates significant at
5%,∗ ∗ ∗ indicates significant at 1%.
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Appendix B: Normalized Dependent Variables

Table 14: Marginal Effects at the Means (Negative Binomial Regression), MSA-Industry Level

Dependent Variable No.of New Firms
Land area (2004-2011)

(1) (2) (3) (4)

ln Input2002 0.0006*** 0.0005**
(0.0002) (0.0002)

ln Output2002 0.0005*** 0.0003***
(0.0001) (0.0001)

ln Labor2002 0.0006*** 0.0005***
(0.0001) (0.00001)

ln Citing2002 0.0001* -0.0001
(0.0001) (0.0001)

ln Cited2002 0.0001 0.0001
(0.0001) (0.0001)

Control
Industry fixed effects Y Y Y Y
MSA fixed effects Y Y Y Y

No. of Industries 52 52 52 52
No. of MSA 50 50 50 50
Observations 2600 2600 2600 2600

Notes: Includes top 50 MSAs (based on 2000 census population). Robust standard errors (in parentheses) are
clustered at MSA level. ∗ indicates significant at 10%, ∗∗ indicates significant at 5%,∗ ∗ ∗ indicates significant at
1%.
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Table 15: Marginal Effects at the Means (Negative Binomial Regression), County-Industry Level

Dependent Variable No.of New Firms
Land area (2004-2011)

(1) (2) (3) (4)

ln Input2002 −0.00007 −0.00010*
(0.00007) (0.00005)

ln Output2002 0.00004 0.00004
(0.00011) (0.00009)

ln Labor2002 0.00007*** 0.00008***
(0.00003) (0.00002)

ln Citing2002 0.00010*** 0.00010***
(0.00002) (0.00002)

ln Cited2002 −0.00003 −0.00004
(0.00001) (0.00002)

Control
Industry fixed effects Y Y Y Y
County fixed effects Y Y Y Y

No. of Industries 52 52 52 52
No. of MSA 299 299 299 299
Observations 15548 15548 15548 15548

Notes: 299 counties within the top 35 MSAs. Robust standard errors (in parentheses) are clustered at MSA level.
∗ indicates significant at 10%, ∗∗ indicates significant at 5%,∗ ∗ ∗ indicates significant at 1%.
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Appendix C: MSAs List (In Descending Order by Population)8

1. New York-Newark-Edison, NY-NJ-PA Metro Area

2. Los Angeles-Long Beach-Santa Ana, CA Metro Area

3. Chicago-Naperville-Joliet, IL-IN-WI Metro Area

4. Dallas-Fort Worth-Arlington, TX Metro Area

5. Houston-Baytown-Sugar Land, TX Metro Area

6. Washington-Arlington-Alexandria, DC-VA-MD-WV Metro Area

7. Philadelphia-Camden-Wilmington, PA-NJ-DE-MD Metro Area

8. Miami-Fort Lauderdale-Miami Beach, FL Metro Area

9. Atlanta-Sandy Springs-Marietta, GA Metro Area

10. Boston-Cambridge-Quincy, MA-NH Metro Area

11. San Francisco-Oakland-Fremont, CA Metro Area

12. Phoenix-Mesa-Scottsdale, AZ Metro Area

13. Riverside-San Bernardino-Ontario, CA Metro Area

14. Detroit-Warren-Livonia, MI Metro Area

15. Seattle-Tacoma-Bellevue, WA Metro Area

16.Minneapolis-St. Paul-Bloomington, MN-WI Metro Area

17. San Diego-Carlsbad-San Marcos, CA Metro Area

18. Tampa-St. Petersburg-Clearwater, FL Metro Area

19. Denver-Aurora, CO Metro Area

20. St. Louis, MO-IL Metro Area

21. Baltimore-Towson, MD Metro Area

22. Charlotte-Gastonia-Concord, NC-SC Metro Area

23. Portland-Vancouver-Beaverton, OR-WA Metro Area

24. Orlando, FL Metro Area

25. San Antonio, TX Metro Area

26. Pittsburgh, PA Metro Area

27. Sacramento–Arden-Arcade–Roseville, CA Metro Area

28. Cincinnati-Middletown, OH-KY-IN Metro Area

29. Las Vegas-Paradise, NV Metro Area

30. Kansas City, MO-KS Metro Area

31. Cleveland-Elyria-Mentor, OH Metro Area

32. Columbus, OH Metro Area

8Office of Management and Budget (OMB) 2003 Delineartion
http://www.census.gov/population/metro/data/defhist.html
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33. Austin-Round Rock, TX Metro Area

34. Indianapolis, IN Metro Area

35. San Jose-Sunnyvale-Santa Clara, CA Metro Area

36. Nashville-Davidson–Murfreesboro, TN Metro Area

37. Virginia Beach-Norfolk-Newport News, VA-NC Metro Area

38. Providence-New Bedford-Fall River, RI-MA Metro Area

39. Milwaukee-Waukesha-West Allis, WI Metro Area

40. Jacksonville, FL Metro Area

41. Oklahoma City, OK Metro Area

42. Memphis, TN-MS-AR Metro Area

43. Louisville, KY-IN Metro Area

44. Raleigh-Cary, NC Metro Area

45. Richmond, VA Metro Area

46. New Orleans-Metairie-Kenner, LA Metro Area

47. Hartford-West Hartford-East Hartford, CT Metro Area

48. Salt Lake City, UT Metro Area

49. Birmingham-Hoover, AL Metro Area

50. Buffalo-Cheektowaga-Tonawanda, NY Metro Area
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Appendix D: County Components 9

1. New York-Newark-Edison, NY-NJ-PA Metro Area

– Bergen, NJ Essex, NJ Hudson, NJ Hunterdon, NJ Middlesex, NJ Monmouth, NJ Morris,

NJ Ocean, NJ Passaic, NJ Somerset, NJ Sussex, NJ Union, NJ Bronx, NY Kings, NY

Nassau, NY New York, NY Putnam, NY Queens, NY Richmond, NY Rockland, NY

Suffolk, NY Westchester, NY Pike, PA

2. Los Angeles-Long Beach-Santa Ana, CA Metro Area

– Los Angeles, CA Orange, CA

3. Chicago-Naperville-Joliet, IL-IN-WI Metro Area

– Cook, IL DeKalb, IL DuPage, IL Grundy, IL Kane, IL Kendall, IL Lake, IL McHenry,

IL Will, IL Jasper, IN Lake, IN Newton, IN Porter, IN Kenosha, WI

4. Dallas-Fort Worth-Arlington, TX Metro Area

– Collin, TX Dallas, TX Delta, TX Denton, TX Ellis, TX Hunt, TX Johnson, TX Kauf-

man, TX Parker, TX Rockwall, TX Tarrant, TX Wise, TX

5. Houston-Baytown-Sugar Land, TX Metro Area

– Austin, TX Brazoria, TX Chambers, TX Fort Bend, TX Galveston, TX Harris, TX

Liberty, TX Montgomery, TX San Jacinto, TX Waller, TX

6. Washington-Arlington-Alexandria, DC-VA-MD-WV Metro Area

– District of Columbia, DC Calvert, MD Charles, MD Frederick, MD Montgomery, MD

Prince George’s, MD Alexandria city, VA Arlington, VA Clarke, VA Fairfax, VA Fairfax

city, VA Falls Church city, VA Fauquier, VA Fredericksburg city, VA Loudoun, VA Man-

assas city, VA Manassas Park city, VA Prince William, VA Spotsylvania, VA Stafford, VA

Warren, VA Jefferson, WV

7. Philadelphia-Camden-Wilmington, PA-NJ-DE-MD Metro Area

– New Castle, DE Cecil, MD Burlington, NJ Camden, NJ Gloucester, NJ Salem, NJ Bucks,

PA Chester, PA Delaware, PA Montgomery, PA Philadelphia, PA

8. Miami-Fort Lauderdale-Miami Beach, FL Metro Area

– Broward, FL Miami-Dade, FL Palm Beach, FL

950 largest MSAs using OMB 2003 delineations. Component counties given by county name, state.
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9. Atlanta-Sandy Springs-Marietta, GA Metro Area

– Barrow, GA Bartow, GA Butts, GA Carroll, GA Cherokee, GA Clayton, GA Cobb,

GA Coweta, GA Dawson, GA DeKalb, GA Douglas, GA Fayette, GA Forsyth, GA

Fulton, GA Gwinnett, GA Haralson, GA Heard, GA Henry, GA Jasper, GA Lamar,

GA Meriwether, GA Newton, GA Paulding, GA Pickens, GA Pike, GA Rockdale, GA

Spalding, GA Walton, GA

10. Boston-Cambridge-Quincy, MA-NH Metro Area

– Essex, MA Middlesex, MA Norfolk, MA Plymouth, MA Suffolk, MA Rockingham, NH

Strafford, NH

11. San Francisco-Oakland-Fremont, CA Metro Area

– Alameda, CA Contra Costa, CA Marin, CA San Francisco, CA San Mateo, CA

12. Phoenix-Mesa-Scottsdale, AZ Metro Area

– Maricopa, AZ Pinal, AZ

13. Riverside-San Bernardino-Ontario, CA Metro Area

– Riverside, CA San Bernardino, CA

14. Detroit-Warren-Livonia, MI Metro Area

– Lapeer, MI Livingston, MI Macomb, MI Oakland, MI St. Clair, MI Wayne, MI

15. Seattle-Tacoma-Bellevue, WA Metro Area

– King, WA Pierce, WA Snohomish, WA

16. Minneapolis-St. Paul-Bloomington, MN-WI Metro Area

– Anoka, MN Carver, MN Chisago, MN Dakota, MN Hennepin, MN Isanti, MN Ramsey,

MN Scott, MN Sherburne, MN Washington, MN Wright, MN Pierce, WI St. Croix, WI

17. San Diego-Carlsbad-San Marcos, CA Metro Area

– San Diego, CA

18. Tampa-St. Petersburg-Clearwater, FL Metro Area

– Hernando, FL Hillsborough, FL Pasco, FL Pinellas, FL

19. Denver-Aurora, CO Metro Area
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– Adams, CO Arapahoe, CO Broomfield, CO Clear Creek, CO Denver, CO Douglas, CO

Elbert, CO Gilpin, CO Jefferson, CO Park, CO

20. St. Louis, MO-IL Metro Area

– Bond, IL Calhoun, IL Clinton, IL Jersey, IL Macoupin, IL Madison, IL Monroe, IL St.

Clair, IL Crawford, MO Franklin, MO Jefferson, MO Lincoln, MO St. Charles, MO St.

Louis, MO St. Louis city, MO Warren, MO Washington, MO

21. Baltimore-Towson, MD Metro Area

– Anne Arundel, MD Baltimore, MD Baltimore city, MD Carroll, MD Harford, MD Howard,

MD Queen Anne’s, MD

22. Charlotte-Gastonia-Concord, NC-SC Metro Area

– Anson, NC Cabarrus, NC Gaston, NC Mecklenburg, NC Union, NC York, SC

23. Portland-Vancouver-Beaverton, OR-WA Metro Area

– Clackamas, OR Columbia, OR Multnomah, OR Washington, OR Yamhill, OR Clark, WA

Skamania, WA

24. Orlando, FL Metro Area

– Lake, FL Orange, FL Osceola, FL Seminole, FL

25. San Antonio, TX Metro Area

– Atascosa, TX Bandera, TX Bexar, TX Comal, TX Guadalupe, TX Kendall, TX Medina,

TX Wilson, TX

26. Pittsburgh, PA Metro Area

– Allegheny, PA Armstrong, PA Beaver, PA Butler, PA Fayette, PA Washington, PA West-

moreland, PA

27. Sacramento–Arden-Arcade–Roseville, CA Metro Area

– El Dorado, CA Placer, CA Sacramento, CA Yolo, CA

28. Cincinnati-Middletown, OH-KY-IN Metro Area

– Dearborn, IN Franklin, IN Ohio, IN Boone, KY Bracken, KY Campbell, KY Gallatin,

KY Grant, KY Kenton, KY Pendleton, KY Brown, OH Butler, OH Clermont, OH

Hamilton, OH Warren, OH

45



29. Las Vegas-Paradise, NV Metro Area

– Clark, NV

30. Kansas City, MO-KS Metro Area

– Franklin, KS Johnson, KS Leavenworth, KS Linn , KS Miami, KS Wyandotte, KS Bates,

MO Caldwell, MO Cass, MO Clay, MO Clinton, MO Jackson, MO Lafayette, MO Platte,

MO Ray, MO

31. Cleveland-Elyria-Mentor, OH Metro Area

– Cuyahoga, OH Geauga, OH Lake, OH Lorain, OH Medina, OH

32. Columbus, OH Metro Area

– Delaware, OH Fairfield, OH Franklin, OH Licking, OH Madison, OH Morrow, OH Pick-

away, OH Union, OH

33. Austin-Round Rock, TX Metro Area

– Bastrop, TX Caldwell, TX Hays, TX Travis, TX Williamson, TX

34. Indianapolis, IN Metro Area

– Boone, IN Brown, IN Hamilton, IN Hancock, IN Hendricks, IN Johnson, IN Marion, IN

Morgan, IN Putnam, IN Shelby, IN

35. San Jose-Sunnyvale-Santa Clara, CA Metro Area

– San Benito, CA Santa Clara, CA

36. Nashville-Davidson–Murfreesboro, TN Metro Area

– Cannon, TN Cheatham, TN Davidson, TN Dickson, TN Hickman, TN Macon, TN

Robertson, TN Rutherford, TN Smith, TN Sumner, TN Trousdale, TN Williamson, TN

Wilson, TN

37. Virginia Beach-Norfolk-Newport News, VA-NC Metro Area

– Currituck, NC Chesapeake city, VA Gloucester, VA Hampton city, VA Isle of Wight, VA

James City, VA Mathews, VA Newport News city, VA Norfolk city, VA Poquoson city, VA

Portsmouth city, VA Suffolk city, VA Surry, VA Virginia Beach city, VA Williamsburg city,

VA York, VA

38. Providence-New Bedford-Fall River, RI-MA Metro Area
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– Bristol, MA Bristol, RI Kent, RI Newport, RI Providence, RI Washington, RI

39. Milwaukee-Waukesha-West Allis, WI Metro Area

– Milwaukee, WI Ozaukee, WI Washington, WI Waukesha, WI

40. Jacksonville, FL Metro Area

– Baker, FL Clay, FL Duval, FL Nassau, FL St. Johns, FL

41. Oklahoma City, OK Metro Area

– Canadian, OK Cleveland, OK Grady, OK Lincoln, OK Logan, OK McClain, OK Okla-

homa, OK

42. Memphis, TN-MS-AR Metro Area

– Crittenden, AR DeSoto, MS Marshall, MS Tate, MS Tunica, MS Fayette, TN Shelby,

TN Tipton, TN

43. Louisville, KY-IN Metro Area

– Clark, IN Floyd, IN Harrison, IN Washington, IN Bullitt, KY Henry, KY Jefferson, KY

Meade, KY Nelson, KY Oldham, KY Shelby, KY Spencer, KY Trimble, KY

44. Raleigh-Cary, NC Metro Area

– Franklin, NC Johnston, NC Wake , NC

45. Richmond, VA Metro Area

– Amelia, VA Caroline, VA Charles City, VA Chesterfield, VA Colonial Heights city, VA

Cumberland, VA Dinwiddie, VA Goochland, VA Hanover, VA Henrico, VA Hopewell city,

VA King and Queen, VA King William, VA Louisa, VA New Kent, VA Petersburg city,

VA Powhatan, VA Prince George, VA Richmond city, VA Sussex, VA

46. New Orleans-Metairie-Kenner, LA Metro Area

– Jefferson Parish, LA Orleans Parish, LA Plaquemines Parish, LA St. Bernard Parish, LA

St. Charles Parish, LA St. John the Baptist Parish, LA St. Tammany Parish, LA

47. Hartford-West Hartford-East Hartford, CT Metro Area

– Hartford, CT Middlesex, CT Tolland, CT

48. Salt Lake City, UT Metro Area
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– Salt Lake, UT Summit, UT Tooele, UT

49. Birmingham-Hoover, AL Metro Area

– Bibb, AL Blount, AL Chilton, AL Jefferson, AL Shelby, AL St. Clair, AL Walker, AL

50. Buffalo-Cheektowaga-Tonawanda, NY Metro Area

– Erie, NY Niagara, NY
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