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Abstract

Since the early 1980s, the composition of U.S. public firms has progressively shifted toward less profitable

firms with high growth potential (e.g., Fama and French (2004)). We estimate a dynamic corporate finance

model to quantify the role of this selection mechanism for the secular trend in cash holdings among US

public firms. We find that an increase in the precautionary savings motive–primarily driven by the decline

in initial profitability among R&D–intensive new lists–explains about 50% of the upward trend in cash

holdings. This selection mechanism also explains part of the upward trend in sales growth volatility.
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1. Introduction

Why do U.S. public firms hold much more cash since the early 1980s? A large literature in corporate

finance has dedicated itself to answering this question. The evidence suggests many different drivers for

higher cash holdings including riskier cash flows (Opler et al., 1999; Bates et al., 2009), lower opportunity

cost of holding cash (Azar et al., 2016), taxes (Butters, 1949; Hartzell et al., 2005; Foley et al., 2007), agency

frictions (Dittmar and Mahrt-Smith, 2007; Nikolov and Whited, 2014), and a change in production tech-

nologies (Brown and Petersen, 2011; Falato et al., 2013; Falato and Sim, 2014; Gao, 2015; Zhao, 2015; He and

Wintoki, 2016; Lyandres and Palazzo, 2015).

In this paper, we quantitatively assess the role of selection of different types of firms into U.S. equity

markets. We are motivated by the following three stylized facts. First, the secular increase in cash holdings

among U.S. public firms is driven by firms going public with progressively higher cash balances over time

(i.e., selection effect). Second, once public, firms experience a decrease in their cash-to-asset ratio (i.e.,

within-firm effect). Third, when we decompose the change in average cash holdings into a within-firm

effect and a selection effect, we find that most of the change in cash holdings is due to a selection effect. The

latter is almost entirely driven by R&D–intensive firms.

We build on Riddick and Whited (2009) to quantify the importance of the selection mechanism. We keep

the model purposefully simple to focus on a few important drivers of higher cash ratios: standard neoclas-

sical investment dynamics and selection. Our model features decreasing returns to scale in production, an

idiosyncratic productivity process, and capital adjustment costs on the production side. To finance invest-

ments, firms have two options. They can issue equity or accumulate cash internally (retained earnings),

both at a cost. Each period a random fraction of incumbents exists. The mass of exiting firms is replaced by

an identical mass of heterogeneous entrants. Entrants receive different productivity signals and therefore

endogenously choose different levels of cash and capital.

Three model ingredients are key to capture the stylized facts in the data: decreasing returns to scale in

production, a precautionary savings motive due to financing costs, and mean reversion in the productivity

process. When the productivity signal at entry is low, entrants are well below their long run productivity

and hence far from their long run optimal scale. In this case, entrants choose high cash levels at entry to

avoid incurring equity issuance costs in the future to finance their growth (positive selection effect). After

entry, these firms mean revert to their long run scale (i.e. grow larger) and their precautionary savings

motive decreases thus leading to a smaller cash-to-asset ratio (negative within firm effect).

The goal of our paper is to explore the quantitative implications of the simple mechanism described

above. Given the empirical support for cohort and firm–industry effects, we allow for variation by time
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and industry and estimate most parameters at the cohort and industry level using Simulated Method of

Moments (SMM), akin to Warusawitharana and Whited (2015). Our model features two industries that

represent R&D–intensive firms and non-R&D–intensive firms. While the production and financing tech-

nologies are identical across industries, their parametrization can differ. For each industry and cohort,

we separately estimate the parameters governing the production process, financing costs, and the firm

selection process. To identify the parameters of interest, we include a large set of moments based on quan-

tities that we can reasonably calculate with our model: the cash-to-asset ratio, the sales growth rate, the

investment-to-asset ratio, and the equity issuance-to-asset ratio. These moments are calculated using all

firms that become public during the 1974-1978 period (baseline cohort) and are calculated separately for

R&D-intensive and non-R&D-intensive firms for all subsequent 5-year cohorts over the period 1979-2003.

Overall, the estimated model does a good job in reproducing the data moments. The majority of the

model-generated moments are very similar in magnitude to their empirical counterparts and many of them

are also statistically indistinguishable. For example, across cohorts and industries the model replicates the

average equity issuance size of mature firms, the average sales growth rate, and the average investment-

to-asset ratio at entry. In all industries and cohorts, firms grow much faster when they enter compared to

when they have been public for ten years. More importantly and in line with the data, the model generates

an increasing trend in both the cash-to-asset ratio and dispersion in the sales growth rate at entry for firms

belonging to the R&D-intensive group.

The estimated parameter values are in the ballpark of previous studies. For example, we find that

relative to non-R&D-intensive firms, firms in R&D-intensive industries tend to be smaller and more volatile

(0.24 versus 0.20), and feature lower persistence of the productivity process (0.50 versus 0.70) and lower

production function curvature (0.86 versus 0.59). These estimates are consistent with the ones in Hennessy

and Whited (2007), who find that, relative to large firms, smaller firms have a larger volatility parameter

(0.16 vs 0.09), a smaller persistence parameter (0.50 vs 0.79) and a larger return-to-scale parameter (0.69

vs 0.58). Although we allow for variation by cohort, we find no systematic trend over time in most of

the model’s parameters for both industries. The two notable exceptions are the parameters governing the

average productivity at entry and the cash flow volatility for R&D-intensive firms. These firms experience

a decline in the average signal and an increase in the cash flow volatility.

We assess how much of the secular increase in cash holdings our model can explain by simulating data

for a period of 25 years from 1979 to 2003.2 We assume that firms across both industries (R&D–intensive

and non R&D–intensive) and all cohorts have identical exit probabilities but are replaced by new entrants

2We end our analysis in the early 2000s because cash levels stayed fairly constant after 2003 in the data.
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according to the industry composition at entry observed in the data. We find that our estimated neoclassical

investment model, augmented by a choice of cash holdings and capital at entry, generates an increase of the

cash-to-asset ratio of about 80% versus an increase of 160% in the data. At the same time, our model is able

to generate a secular increase in sales growth volatility consistent with the empirical evidence in Davis et al.

(2007). In our simulation, sales growth volatility increases by 44% during the period 1979-2003, while in the

data the increase is 88%. In short, we show that a canonical neoclassical investment model, augmented to

allow for firm selection, can explain half of the percentage increase in both average cash holdings and sales

growth volatility among U.S. public firms.

Our estimated model explains about half of the increase in cash holdings and sales growth volatility in

the data due to an increase in newly listed firms in the R&D-intensive sector that enter with lower produc-

tivity and higher cash flow volatility. Both channels contribute to an increase in the precautionary savings

motive of firms, thereby leading to higher cash holdings over time. To isolate their individual importance,

we conduct several counterfactual experiments. Specifically, we investigate the model’s implication for the

rise in average cash holdings and sales growth volatility when only selected forces of the model operate.

Our first counterfactual exercise aims at isolating the importance of firm selection. To this end, we only

allow for changes in the parameters governing the distribution of firms at entry, while other parameters

are set to their baseline cohort values. In this case, the model still generates about 65% of the change in

cash holdings relative to the full estimated model, that is firm selection alone explains the majority on the

secular increase in cash holdings in our model economy. When we only shut off firm selection and allow

all other parameters take their estimated values, the model fails to generate any increase in cash–holdings

over time. Interestingly, the effect on sales growth dispersion is also subdued as the model generates only

70% of the full model’s response. That is, selection alone generates 30% of the full model’s response for a

rise in sales growth dispersion.

Next we conduct a similar set of counterfactual exercises to focus the quantitative strength of a rise in

cash flow volatility (Opler et al., 1999; Bates et al., 2009). When we only allow the cash flow volatility to

change over time, the model generates a third of the rise in cash holdings and two-thirds of the rise in sales

growth volatility relative to the full estimated model response. The last counterfactual to highlight is the

one where we allow both the selection parameters and the cash flow volatility parameters to change. We

keep all other variables at their baseline values. In this case, the model generates an increase of 102% in

cash, closer to the increase in cash–holdings of 160% in the data. This shows that a selection mechanism

in conjunction with higher cash flow volatility goes a long way to quantitatively explain the secular trends

in the data. In sum, our model and the empirical evidence suggests that a selection mechanism plays an

important role for the rise in U.S.
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Our model has one particularly noteworthy short coming that lower its potential to fully match the rise

in cash holdings. Relative to the data, firms in our model deplete their cash holdings too fast after entry. In

other words, the negative within-firm effect we were after in our model is too strong. We purposely kept

our model fairly simple and abstracted from many of the proposed mechanisms that give rise to a positive

within-firm effect of cash holdings (e.g., agency conflicts, firm level changes of cash flow uncertainty, firm-

level changes in production techniques and capital types). We conclude by discussing how incorporating

those features will likely strengthen the model’s ability to match the data.

Related Literature. Our paper relates to a large literature on the drivers of the increase in cash holdings

among U.S. publicly listed firms.3 We are most closely related to the literature in dynamic corporate finance

that quantifies corporate cash policies (e.g., Gamba and Triantis (2008), Riddick and Whited (2009), Ander-

son and Carverhill (2012), and Nikolov and Whited (2014)) as well as the secular increase in cash holdings

(e.g., Falato et al. (2013), Gao (2015), Zhao (2015), Armenter and Hnatkovska (2017), Chen, Karabarbou-

nis and Neiman (2017)). The firm’s optimization problem in our model is based on Riddick and Whited

(2009). Our stylized model provides one of the first dynamic corporate finance models that explicitly allows

for the presence of various selection mechanisms and is qualitatively consistent with the stylized facts we

document in Section 2.

In this paper, we argue that selection is a key driver for the secular increase in the cash-to-assets ratio.

We are not the first to point out that newly listed firms in R&D–intensive industries appear to play a role.4

Fama and French (2004) notes that the 1980s and 1990s experienced a surge in IPOs and showed that the

new firms were markedly different from older firms. Bates, Kahle and Stulz (2009) find that high–tech,

non-dividend payers and recently listed firms have successively higher cash ratios, but they also find an

increase in the non-high–tech sectors. Booth and Zhou (2013) present evidence that the increase in the

average cash–to–assets ratio is due to changing firm characteristics of high-tech firms that went public after

1980. Graham and Leary (2018) also find that average cash holdings began to rise in about 1980 even though

within-firm cash balances declined over this period. They also attribute the post-1980 rise in average cash

3The literature on the determinants of cash holdings is extensive and ranges over many decades. A classic motive for holding cash
is transaction costs (e.g., Baumol (1952), Tobin (1956), Miller and Orr (1966), and Vogel and Maddala (1967)). Other motives include
taxes (e.g., Foley, Hartzell, Titman and Twite (2007)), precautionary savings (e.g., Froot, Scharfstein and Stein (1993), Kim et al. (1998)),
and agency costs (e.g., Jensen (1986), Dittmar and Mahrt-Smith (2007) and Nikolov and Whited (2014)). Opler et al. (1999) provide
an extensive test of these different motives. In the last decade, the secular increase in cash holdings has received much attention and
spurred many explanations that are not based on sample selection, for example, a tax-based explanation by Foley, Hartzell, Titman
and Twite (2007) and Faulkender and Petersen (2012), a precautionary savings motive by Bates, Kahle and Stulz (2009), McLean (2011),
and Zhao (2015), operative changes by Falato, Kadyrzhanova and Sim (2013) and Gao (2015), as well as the cost of carrying cash (e.g.
Azar, Kagy and Schmalz (2016) and Curtis, Garin and Mehkari (2015)).

4Several papers find a positive relationship between cash and R&D expenditures (e.g., Opler and Titman (1994), Opler, Pinkowitz,
Stulz and Williamson (1999), Brown and Petersen (2011), Falato and Sim (2014), He and Wintoki (2016), Lyandres and Palazzo (2015),
and Malamud and Zucchi (2016) among many others).
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balances to changes in sample composition due to new health and tech NASDAQ firms going public with

large cash balances.5 Dittmar and Duchin (2010) also document a robust negative within firm trend for the

cash-to-asset ratio among U.S. publicly listed firms.

We contribute to this literature by quantifying the role of firm selection in explaining the secular upward

trends in cash holdings and sales growth volatility among U.S. publicly listed firms. Relative to the reduced

form approach of this prior literature, our estimated dynamic corporate finance model allows us to isolate

the firm selection mechanism. In particular, we can distinguish sample composition effects from changes in

expected profitability at entry. Our approach also lets us isolate the quantitative strength of changes in the

cash flow volatility parameter for cash holdings, as proposed by Bates, Kahle and Stulz (2009) and others.

In our model, higher cash flow uncertainty alone accounts for 15% of the rise in cash holdings. Selection

and a rise in cash flow uncertainty together can explain 64% of the upward trend in cash.

The paper is organized as follows. We first show motivational evidence about cash–holdings of U.S.

firms. Section 3 presents the model and Section 4 discusses our estimation. In Section 5 we discuss how

much of the secular trend in cash–holdings our model is able to replicate. Section 6 isolates the quantitative

strength of the selection mechanism and contrasts it with several other potential mechanism. In Section 7,

we discuss additional mechanisms that we could not directly quantify and conclude in Section 8.

2. Stylized facts about cash–holdings of US public firms

In this section, we present stylized facts that inform our modeling choices and analysis. Over the period

from 1979 until 2003, the average cash--to--asset ratio of US public firms increased. Fig. 1 shows the average

cash–to–assets ratio for US public companies over the period 1958–2013. As described by Bates, Kahle and

Stulz (2009), the secular increase began in 1979. The average cash-to-asset ratio increased from 8% in 1979

to 25% in 2013. In what follows, we show that this secular increase is the byproduct of R&D-intensive firms

entering U.S. equity markets with progressively larger cash balances.6

2.1. Cohort effects and cash at entry

Fig. 2 shows the cash–to–asset ratio at IPO for different cohorts over time. Since the late 1970s, firms

have gone public with higher and higher cash–balances. This suggests a mechanism that centers around

decisions at entry, such as how much capital and cash to choose.7

5Seventy percent of the R&D–intensive entrants in our sample are listed on NASDAQ, while 20% are listed on the NYSE, and the
remainder on AMEX.

6Our definition classifies firms as R&D–intensive firms when they operate in an industry where R&D expenditures are at least 2%
of assets (see Appendix A.1). The stylized facts are robust to defining R&D intensity at the firm level.

7We show in Fig. B.4 in the appendix that the increase in the cash–to–asset ratio occurs before firms go public.
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To investigate the importance of the entry margin on the average cash–to–asset ratio, we follow a similar

approach as Brown and Kapadia (2007). Using firm-level data from Compustat, we estimate the following

panel regression model:

CHi,t = α + βt + ∑
k∈{K}

γk × Ii∈k + εi,t

where CHi,t is the cash–to–asset ratio of firm i at time t, β is the time trend coefficient, and γk is a cohort fixed

effect estimated for K cohorts, and Ii∈k an indicator function that is one when firm i is a member of cohort k

and zero otherwise. Table 1 presents the results of this regression. In column I, we show results for pooled

OLS regression without cohort fixed effects. The time-trend β in the cash–to–asset ratio is economically

large (0.415) and significant. The second column runs the model with cohort fixed effects. In contrast to

the pooled model, the estimated time trend is zero and insignificant. Beginning with the 1979-1983 cohort,

the estimated cohort fixed effects become significantly bigger and their evolution mimics the evolution of

the average cash holdings at entry depicted in Fig. 2. This suggests that the time-trend in cash ratios of

Compustat firms is due to a change at the entry margin.

In columns III and IV, we separately estimate cohort fixed effects for R&D–intensive and non R&D–intensive

firms. In both cases, no significant differences exist in cohort fixed effects among the first four cohorts. For

non-R&D–intensive firms (column III) only the 1999-2003 cohort has a significantly (at the 1% level) higher

cash balance at entry compared to the 1974-1978 cohort.8 From 1979 onwards, the cohort fixed effects for

R&D–intensive firms (column IV) are always significantly different from the excluded cohort (the intercept,

i.e., the 1974–1978 cohort). In addition, starting with the 1984-1988 cohort and up to the 1999-2003 cohort

the fixed effect becomes significantly larger (i.e., the difference in the fixed effect between two successive

cohorts is positive and significantly different from zero). The magnitude of the cohort fixed effects is always

much higher relative to non–R&D–intensive firms, furthering the evidence of a minor role played by this

sector in determining the secular increase in cash holdings.

2.2. Negative within-firm time trend of the cash–to–asset ratio

The previous section presented evidence for a positive trend in cash ratios at entry. This section studies

the firm-level (within firm) trend of the cash–to–asset ratio. Fig. 2 show that at the time of IPO, firms have

higher cash balances than during later stages. This implies that the cash–to–asset ratio decreases over time

at the firm level.

To show this, we first estimate the time trend in the cash–to–assets ratio using all firms over the period

8During the first half of the 2000s, two events had a significant impact on corporate cash holdings: the Sarbanes–Oxley Act and
the 2003 dividend tax cut. Bargeron et al. (2010) document a significant increase in cash holdings following the introduction of the
Sarbanes–Oxley Act. Officer (2011) documents a large increase in cash holdings in anticipation of the dividend tax cut.
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1979–2013. The resulting trend is positive: cash holdings represented around 11% of total assets for the

typical firm in 1979, and they have increased by 14 percentage points over the subsequent 35 years (Column

I of Table 2). Column II of Table 2 shows the differences in the time trend across sectors by including a

dummy variable that takes a value of zero if a firm is non-R&D–intensive, and 1 otherwise. The estimated

slope for the R&D sector is one order of magnitude larger than the estimated slope for the non-R&D sector

(66 b.p. vs. 6 b.p.). The implied increase in cash holdings for the non–R&D sector over the 35-year period

is very small (around 2%), while cash holdings in the R&D sector surged from an average value of 14% in

1979 to an average value of 35% in 2013. The secular increase in the cash-to-assets ratio appears to be a

phenomenon that pertains almost exclusively to the R&D–intensive sector.

Pooled OLS regressions allow us to identify R&D–intensive firms as the driver of the secular increase

in cash holdings. However, the cash–to–assets ratio is fairly persistent (see Lemmon et al. (2008)), and

pooled OLS regressions are not conclusive with regard to each firm’s individual cash–to–assets evolution.

In fact, incumbent R&D–intensive firms could have indeed increased their cash–to–assets ratios over time.

To address the persistence issue, we perform firm–by–firm regressions and report average values of the

estimated coefficients. We set the time variable equal to zero the first year the firm appears in the sample.

In this way, we control for the cash holdings at entry at the firm level. The results show a negative change in

average cash holdings for incumbents. The estimated yearly within-firm change in average cash holdings

over 35 years is –50 b.p. (Column III). Column IV shows that R&D–intensive firms start with much larger

cash balances and deplete cash faster than non-R&D–intensive firms.9

The data show that a positive time trend in average cash holdings exists despite a negative time trend

within firms. This feature is a result of newly listed firms increasing their cash holdings at entry faster than

the rate at which incumbents deplete theirs.

2.3. The importance of R&D–intensive firms for the secular trend in cash

Decomposing firms into sectors shows that in fact only R&D–intensive firms increased their cash-

holdings over this time (see Fig. 3). Prior to 1979, R&D-intensive firms and all other firms had very similar

cash–to–asset ratios. During that time, non-R&D intensive firms dominated the sample of public firms. Af-

ter 1979, their dominance quickly waned such that by 2013 over 55% of all firms in Compustat operated in

the R&D–intensive sector (see left panel of Fig. 4). IPOs from R&D–intensive firms grew from 35% to 65%

over the same period. Interestingly, new cohorts of R&D–intensive firms went public with more and more

9We also show (Columns V-VIII) that (i) both young and mature firms witness a reduction in the cash–to–asset ratio after an IPO,
(ii) young firms display a faster reduction than mature firms, and (iii) the estimated slope for R&D–intensive firms is much larger than
the one for non–R&D–intensive firms. No significant time trend in cash holdings exists for old firms (see columns IX and X) regardless
of the sector.
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cash on their balance sheets (relative to assets) than the preceding cohorts (see right panel of Fig. 4). There

is no such increase in the cash–to–asset ratio at entry of non-R&D-intensive firms. This sectoral difference

in the cash–to–asset ratio trend suggests a sector specific mechanism as opposed to one that relies on an

economy-wide change in the environment of firms.

We directly measure the contribution of sample selection to the secular increase in average cash hold-

ings. Using a simple accounting decomposition, we find selection that contributes by more than 200%,

whereas the within-firm change in cash holdings contributes a negative 117%.

The accounting decomposition allows us to isolate the part of the change in the average cash–to–assets

ratio coming from changes within incumbent firms from changes due to new firms (entrants). The change

in the average cash–to–assets ratio ∆CHt between time t− 1 and t can be written as

∆CHt =
(N I

t
Nt

CH I
t −

N I
t

Nt−1
CH I

t−1

)
︸ ︷︷ ︸

within change

+
(NE

t
Nt

CHE
t −

NX
t−1

Nt−1
CHX

t−1

)
︸ ︷︷ ︸

selection effect

,

where the first term is the change in average cash holdings due to incumbents (within change), and the

second term is the change in average cash holdings due to the selection effect. N j denotes the number of

incumbents (j = I), entrants (j = E), and exitors (j = X).10

The selection effect can be further split between the selection effect generated by R&D–intensive firms

and the selection effect generated by non-R&D–intensive firms

∆CHt =
(N I

t
Nt

CH I
t −

N I
t

Nt−1
CH I

t−1

)
+ ∑

i={R&D;nonR&D}

(NEi
t

Nt
CHEi

t −
NXi

t−1
Nt−1

CHXi
t−1

)
.

In Fig. 5, we plot the cumulative change in average cash holdings over time, whereas Table B.1.1 in the

appendix reports the quantities.11 The selection effect due to R&D–intensive entrants accounts for more

than 200% of the secular increase in cash holdings, whereas the contribution of non R&D–intensive entrants

is less than 40%, and the within change contributes a –117% to the secular increase in cash–holdings. This

result not only reemphasizes the importance of a selection mechanism. It also shows that most of the

10More precisely, consider the change in average cash holdings between time t and time t− 1: ∆CHt = CHt − CHt−1. Let N I
t be the

firms publicly traded between time t− 1 and t (the incumbents), and let NX
t−1 be the firms that exit between time t− 1 and t. Then

the average cash holdings at time t− 1 are N I
t

Nt−1
CH I

t−1 +
NX

t−1
Nt−1

CHX
t−1, where Nt−1 = N I

t + NX
t−1, CH I

t−1 is the average cash holdings of

incumbents at time t− 1, and CHX
t−1 is the average cash holdings at time t− 1 of firms that exit between time t− 1 and t. Let NE

t be

the firms that enter into Compustat at time t. Then the average cash holdings at time t are N I
t

Nt
CH I

t +
NE

t
Nt

CHE
t , where Nt = N I

t + NE
t ,

CH I
t is the average cash holdings of incumbents at time t, and CHE

t is the average cash holdings at time t of firms that enter at time t.
11In Section Appendix B in the appendix, we show that our results are robust to value-weighted cash ratios. Defining entry based

on the IPO dates provided by Jay Ritter (http://bear.warrington.ufl.edu/ritter/ipodata.htm) delivers similar results.
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selection mechanism is driven by R&D–intensive firms.

3. Model

The empirical analysis highlights three main stylized facts. First, the secular increase in cash holdings

among U.S. public firms is driven by firms going public with progressively higher cash balances over time.

Second, once public, firms experience a decrease in their cash-to-asset ratio. Third, when we decompose

the change in average cash–holdings into a within-firm effect and a selection effect, we find that most of the

change in cash–holdings is due to a selection effect almost entirely driven by R&D–intensive firms. In this

section, we develop a heterogeneous firm model to illustrate how these three stylized facts naturally arise

when we allow for changes in the firm selection process in an otherwise standard neoclassical investment

setup. We keep the model purposefully simple to focus on a few drivers: standard neoclassical investment

dynamics and selection.

To this end, we augment the setup in Riddick and Whited (2009) to allow for the entry of firms with pro-

gressively higher cash balances. Specifically, we assume that a constant fraction of firms exits exogenously

each period and exitors are replaced by an identical mass of new entrants in the stock market. These new

entrants are heterogeneous in their profitability and choose, upon entry, an initial amount of cash to keep

as a buffer and an initial capital stock.

To replicate the stark sectorial difference in the secular increase in cash holdings documented in Figure 3,

we assume firms belong to one of two sectors labeled as the industry 0 and industry 1. In both sectors, firms

use a decreasing returns-to-scale technology with capital as the only input. Firms can finance themselves

with equity or with internal funds. We estimate the model at the industry-cohort level and use it as a

laboratory to understand the importance of firm selection in shaping the secular increase in cash holdings

by performing a battery of counterfactual exercises.

3.1. Incumbent problem

This section presents the incumbent problem that is identical across both sectors and cohorts of firms.

Technology. Firms produce using the decreasing returns-to-scale production function

yt = pezt+1kα
t , where p is a scale parameter and zt+1 is the firm-level Revenue Total Factor Productivity

(TFPR) that evolves according to

zt+1 = ρzt + σεt+1,

where ρ ∈ (0, 1), σ > 0, and εt+1 ∼ N(0, 1) is identically and independently distributed over time and

across firms. In what follows, we will use the terms TFPR and productivity interchangeably. The law of
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motion for the capital stock is kt+1 = (1− δ)kt + xt, where δ is the depreciation rate and xt is the capital

investment at time t that entails an adjustment cost equal to

φ(kt+1, kt) = η

(
kt+1 − (1− δ)kt

kt

)2

kt.

Financing. Firms can finance their operations internally by transferring cash from one period to the next at

an accumulation rate 1+ r̂ lower than the (gross) risk-free rate 1+ r. In particular, we assume r̂ = νr, where

ν ∈ (0, 1). Firms can also raise external resources by issuing equity. Equity financing is costly: raising

equity (i.e., having a negative dividend dt < 0) requires the payment of H(dt), where H(dt) = − fe − κ|dt|.

Incumbent’s problem. The incumbent firm can use the total resources available to distribute dividends (dt),

invest in capital (xt+1), and pay the adjustment cost (φ(kt+1, kt)), or to accumulate cash internally
(

ct+1/R̂
)

.

If the initial net worth wt is not enough to cover the firm’s investment and financing needs, it issues equity

(i.e., dt is negative) and pays an equity issuance cost equal to fe + κdt. In what follows, 1[dt≤0] is an indicator

function that takes the value of 1 only if the firm needs to issue equity at time t. Choosing cash holdings

(ct+1) and investment (xt+1) determines the next-period net worth (wt+1). Each period, the firm faces an

exogenous exit probability, λ.12 Upon exit, the firm recovers its net worth (wt+1). and depreciated capital

stock ((1− δ)kt+1).

Let Vt = V(kt, ct,zt) be the value of the firm, then the time t value of an incumbent firm solves the

functional equation below:

Vt ≡ max
ct+1≥0,xt+1

dt + H (dt) 1[dt≤0] +
1− λ

R
Et [Vt+1] +

λ

R
Et [wt+1 + (1− δ)kt+1] , (1)

subject to the law of motion for firm-level TFPR and

dt = wt −
ct+1

R̂
− xt+1 − φ(kt+1, kt), (2)

kt+1 = (1− δj)kt + xt+1, (3)

wt+1 = pezt+1 kα
t+1 + ct+1. (4)

Eq. 2 is the firm’s budget constraint, Eq. 3 is the law of motion for the capital stock, and Eq. 4 shows what

determines the firm’s net-worth next period.

12This assumption is innocuous in the context of our exercise. Fig. B.3 in the appendix shows the average cash holdings for exiting
firms is very close to the average cash holdings of incumbent firms. This feature of the data can be replicated by an i.i.d. exit process.
In the data as well as in the model, we allow exit to be defined in a broader sense that includes firms disappearing from the data or
the model due to acquisitions and mergers, bankruptcy, or going private.
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3.2. Entry

Every period, a constant fraction of firms λ exogenously exits the economy. The mass of exiting firms

is replaced by an identical mass of heterogeneous entrants. While the decision to enter is itself not endoge-

nous, firms can choose their initial capital stock and cash holdings at entry. Specifically, following Clementi

and Palazzo (2016), we introduce heterogeneity in firms at entry assuming that each potential entrant re-

ceives a signal q about its future productivity. This signal follows a Pareto distribution q ∼ Q(q) over the

interval [q,+∞] whose shape is governed by the parameter ξ. Conditional on q, an entrant chooses capital

and cash balances to maximize the value function below

VE(qt) = max
ct+1,kt+1

{
−kt+1 −

ct+1

R̂
+

1
R

E[V(kt+1, ct+1, zt+1)|qt]

}
, (5)

where the next period idiosyncratic shock depends on q in the following fashion: zt+1 = ρ log qt + σεt+1.13

3.3. Model implications for cash holdings

In our setup, a firm’s investment and financing policies are the result of a standard firm-optimization

model. That is, given the parameters both entrants and incumbents maximize firm value by choosing cash

balances and capital stock.

The implied optimal cash retention policy for the incumbent firm is standard (e.g, Riddick and Whited

(2009)). Large incumbent firms are characterized by high productivity and large installed capital. These

firms have a low precautionary savings motive because, in expectation, they can generate large cash flows

and have low investment needs. Given the mean reverting nature of the firm-level productivity process,

these firms expect to dis-invest in the near future, so the benefit of holding cash is very low. Conversely,

small firms, given their low productivity and low installed capital, tend to keep large cash balances relative

to their capital. These firms expect to grow fast in the near future and the benefit of holding cash is large

given the high probability of financing investment with costly external equity.

A similar argument can be done for entering firms. When an entrant receives a large signal q, then it

decides to invest a lot in productive capital and to carry no cash balances, given that going forward this firm

expects low growth and large cash flows. Conversely, when an entrant receives a low signal q, it expects to

grow in the near future and it decides to carry some cash to minimize the cost of future external financing.

Everything else being equal, the lower the signal the higher the precautionary saving motive at entry, the

13Two things are worth noting. First, ours is not an industry equilibrium model since the mass of entrants and exitors is not pinned
down by an equilibrium condition. Second, our entry mechanism is not a model of the going-public decision problem. Our mechanism
conveniently allows for the replacement of exiting firms with an equal mass of firms that differ in their initial productivity, capital
stock, and cash balances. However, the selection mechanism that drive our results will also operate in a more realistic setup along the
lines of Clementi (2002).

11



higher cash balance relative to capital. This mechanism, depicted in Fig. 6, makes clear that initial firm-level

TFPR is a key dimension that influences the average cash holdings for entering firms.

The entry margin alone has the qualitative ability to generate a secular increase in cash together with a

negative within firm trend. For this to be the case, it is sufficient that entering firms have a progressively

lower average signal. In what follows, we will quantify the contribution of a choice of cash at entry and

compare it to other channels that might also have contributed to the secular increase in cash holdings.

4. Model estimation

In this section, we estimate the model’s parameters. For each industry and cohort, we estimate key

parameters governing the production process, financing costs, and firm selection process. To identify the

parameters of interest, we include a large set of moments based on quantities that we can reasonably calcu-

late with our model. Since the empirical evidence highlights the importance of cohort and industry effects,

we conduct our estimation at the cohort and industry level. In what follows, we first discuss our estimation

and identification strategy. Then we present our the estimation results.

4.1. Estimation strategy

Our stylized economy depends on 13 parameters of which we estimate eight and take the remaining

five from other studies. Specifically, we estimate 8 parameters for a baseline cohort and 7 parameters for

5 additional cohorts across two different industries. Thus, effectively, we estimate a total of 78 structural

parameters and take five from other studies.

Following Riddick and Whited (2009), we set the depreciation rate δ equal to 0.15 and the interest rate r

equal to 4%. We choose a proportional equity issuance cost κ equal to 0.07. This value is less conservative

than 0.053, the value used by Riddick and Whited (2009), but well within the range of estimates by Hen-

nessy and Whited (2007). The scaling parameter p pins down the average firm size and we set it to 0.07.14

The last parameter that we do not estimate is the exit rate λ. We choose a value of 8% to generate an age

and industry distributions close to the ones observed in our sample over the period 1979–2003.15

We use simulated method of moments (SMM) to estimate eight structural parameters:

14In the case without frictions, the optimal capital choice is pinned down by the following Euler equation: r + δ = pαkα−1
t+1 eρzt+0.5σ2

.
For given values of r, δ, ρ, and σ, the optimal capital stock depends on the current productivity shock and the scale parameter. If we
want the optimal capital to be 1 for a particular value of zt, then the scale parameter must satisfy p = r+δ

αeρzt+0.5σ2 . We choose p = 0.07

so that the optimal capital is approximately 1 when r = 0.04, δ = 0.15, ρ = 0.7, σ = 0.12, α = 0.66, and the productivity shock is fairly
large (zt = 2).

15Age is the year from entry in the model and year from IPO in the data. An exit rate of 8% delivers the following age distribution
in the model: 34% of firms are below age 6; 22% of firms with age between 6 and 10; 15% of firms with age between 11 and 15; 10% of
firms with age between 16 and 20; and 19% of firms with age larger than 20. For the same age bins, our data generate the following
percentages over the period 1979-2003: 31%, 19%, 13%, 10%, and 27%. The model-implied industry distribution is discussed in Section
5.
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• The returns to scale parameter α, the convex adjustment cost parameter η, the persistence of the TFPR

process ρ and its volatility σ. These parameters govern production technology.

• The financing cost parameters ν and fe, which determine the cost of accumulating cash and the fixed

equity issuance cost, respectively.

• The lower bound and the shape parameter of the Pareto distribution, q and ξ, which drive the selection

of average productivity at entry.

We follow a standard SMM estimation procedure (see e.g., Warusawitharana and Whited, 2015) by estimat-

ing the parameters at the cohort level. That is, we first estimate a baseline case using a balanced cohort

of firms that went public during the period 1974-1978 and survived at least 10 years. Then, given the

heterogeneity across industries and cohorts documented in the empirical section, we estimate the param-

eters using a balanced panel of firms that survived at least 10 years across two industries and for each of

the following five cohorts of entrants: 1979-1983, 1984-1988, 1989-1993, 1994-1998, and 1999-2003. For the

industry-cohort estimation, we do not directly estimate the shape of the Pareto distribution ξ. We assume

that this value does not change across industries and cohorts and it is equal to the estimated value us-

ing entrants over the period 1974-1978. The details of the estimation strategy are discussed in Appendix

Appendix C.

4.2. Identification

Naturally, the quality of the estimation procedure hinges on choosing moments that are informative

about the structural parameters we estimate. Since we do not want to tilt our estimation results towards

any specific outcome, we choose as many moments as we can reasonably calculate with our model. These

moments are based on the cash–to–asset ratio, sales growth, investment–to–asset ratio, and the equity–

to–asset ratio. Appendix A.2 defines how we calculate these variables in the model and in the data. We

want our model to be consistent with the documented dynamics of the cash-to-asset ratio both in the cross-

section (i.e., secular increase) and within the firm (i.e., negative average trend). For this reason, we calculate

moments both at the time of entry into the sample and at age 10, when a firm becomes mature. We choose

more moments than needed to identify the parameters. Therefore, our model is overidentified and bound

to fail in matching some dimensions of the data. The details of our identification strategy are as follows.

We use the following four moments to identify the four production technology parameters: the average

change in the sales growth rate, the average firm-level sales growth volatility, the average firm-level sales

growth autocorrelation, and the average firm-level investment-to-asset ratio volatility. The average firm-

level sales growth volatility and autocorrelation are directly informative about the autocorrelation (ρ) and
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volatility ( σ) of the idiosyncratic productivity shock process. The autocorrelation pins down the degree of

comovement of firm level sales growth rates across periods. If ρ is close to zero, i.e., there is no persistence

in the productivity process, the sales growth rate reverts quickly to its long-run average. If ρ is close to

one, i.e., the productivity process is highly persistent, a mature firm’s sales growth rate is close to its sales

growth rate 10 years ago. Since we pinned down the optimal scale of the firm via the scale parameter p, the

production curvature (i.e., returns-to-scale) parameter α governs the change in the marginal productivity

of a firm over its life-time. For α < 1, the marginal productivity declines over the firm’s lifetime when

its capital stock grows. This means that the within firm change in the sales growth rate is informative

for identifying α. Last, we use the investment rate volatility to identify the adjustment cost parameter η.

Intuitively, firms with higher adjustment costs adjust their investments less in response to productivity

shocks, i.e., they have a lower investment rate volatility.

We include the average size of equity issuances and the average cash–to–asset ratio at entry to identify

the two financing cost parameters: the fixed equity issuance cost fe and the cost of carrying cash ν. Higher

values for these parameters depress the amount of equity or internal financing.

The distribution of productivity at entry is important for pinning down firms’ sales growth rates. Be-

cause of decreasing returns to scale in production, smaller firms have more volatile growth rates and, con-

ditional on survival, grow faster. In our setup, the initial firm size distribution (i.e., the distribution of

firms over the productivity space) depends on q and ξ, the parameters governing the Pareto distribution.16

A larger average expected signal (i.e., higher q or lower ξ) causes our model to generate a lower average

growth rate in sales, while a larger signal dispersion (i.e., higher q or lower ξ) causes a larger dispersion in

sales growth rates among entrants. For this reason, we use the average and volatility of the sales growth at

entry to identify q and ξ.17

We also include five additional moments. To study how well the model replicates firms’ investment

rates both at entry and 10 years after, we include the average investment rate at entry and the within firm

change in this variable over 10 years. To explore the model’s ability in delivering a negative within firm

trend in cash holdings, we include the within firm change in the cash-to-asset ratio during the first 10 years

after entry. In addition, we also assess the model’s ability to replicate the observed patterns in the volatility

and autocorrelation of cash holdings.

16The average signal is given by
qξ

ξ−1 , while the signal’s variance is given by
q2ξ

(ξ−1)2(ξ−2) .
17We calculate real sales growth by netting out nominal GDP growth from nominal sales growth. In this way we remove the effect

of inflation and aggregate economic growth, two forces not present in our stationary setup.
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4.3. Baseline cohort estimation

Panel A of Table 3 compares the model-generated moments with their empirical counterparts, while

Panel B tabulates the parameter estimates. Overall, the model does a pretty good job in reproducing the

moments in the data. In addition, six out of thirteen moments are also statistically indistinguishable from

their data counterparts (i.e., the average cash-to-asset at entry, the cash holdings autocorrelation, the aver-

age equity issue size for mature firms, the average sales growth rate for entering firms, the average within

firm change in sales growth rate, and the average within firm change in the investment-to-asset ratio).

Although statistically distinguishable, the model delivers magnitudes of the cash-to-asset ratio volatility,

investment rate volatility, sales growth volatility, and investment-to-asset ratio at entry that are very close

to the data. For instance, the sales growth volatility is 0.191 in the data and 0.175 in the model.

The model struggles along two dimensions. It generates a much faster decline in cash holdings over

the lifetime of a firm compared to the data. While both the data and the model have similar average cash

holdings at entry, the decline in this quantity is much faster in the model. The average cash-to-asset ratio

in the data is only 0.02 lower after 10 years, while in the model it falls from 0.11 at entry to an average

value of 0.05 after 10 years (an average negative change of 0.06). In addition, the model fails to generate

the small positive autocorrelation in firms’ sales growth rate. In our sample, the average firm has a sales

growth rate autocorrelation of 0.05 (calculated using the first ten years after an IPO), while in the model

the autocorrelation is zero. These two shortcomings of the model permeate also to the industry-cohort

estimation as discussed in Section 4.4.

We list the parameter estimates in Panel B of Table 3. All parameters are statistically significant except

for the parameter governing the shape of the Pareto distribution (more on this below). The estimated pa-

rameters for the production technology process driving the firm-level TFPR are in line with estimates from

previous studies. For example, Hennessy and Whited (2007) estimate a value of 0.684 for the persistence

parameter, a value of 0.118 for the conditional volatility parameter, and a value of 0.627 for the curvature

of the production function. Our estimates for these parameters are 0.649, 0.156, and 0.694 respectively. The

convex adjustment cost η is not directly comparable across studies given its dependence on the scale of the

economy. In our estimation, this parameter is positive and precisely estimated.

The estimated parameters for the Pareto distribution imply an average productivity signal value of(
ξ

ξ−1

)
q = 0.504, a value well below 1, the unconditional mean of ez. Having a significant estimate for the

average productivity at entry highlights that the distribution of firms at entry matters for the success of our

model in replicating important dimensions of the data. Note that the Pareto shape parameter estimate is not

significant. This is also true if we had estimated this parameter at the industry-cohort level. For this reason

we chose not to estimate this parameter for each industry-cohort separately, but instead use the imprecisely
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estimated baseline value of 11.804 for all cohorts and industries.18

The estimated value for the cost of carrying cash is 0.851. This means that cash carried on the firm’s

balance sheet delivers a return of 3.4% instead of 4% the riskfree rate. A wedge of 0.851 is consistent

with values used in other studies. For example, in Hennessy and Whited (2005) the wedge implied by the

average realized corporate tax rate (30%) and the tax rate on interest income (25%) is (1−τc)
(1−τi)

= 1−0.30
1−0.25 =

0.933, while in Hennessy and Whited (2005) the wedge implied by the maximum corporate tax rate (40%)

and the tax rate on interest income (29%) is (1−τc)
(1−τi)

= 1−0.40
1−0.29 = 0.845. The fixed cost of issuing equity is

positive and marginally significant, a result in line with Hennessy and Whited (2007).19

4.4. Industry-cohort estimation

In this section, we turn to the estimation at the cohort-industry level. Table 4 presents cohort level results

for the non-R&D intensive sector (called industry 0) and Table 5 presents the analogue results for the R&D

intensive sector (called industry 1).

Our simple model replicates qualitatively the strikingly different dynamics in cash holdings at entry

across the two different industries in the data. It also captures the dynamics of sales growth volatility

across industries and cohorts. Fig. 7 compares the model-generated trends of cash holdings at entry (top

panel) and sales growth volatility (bottom panel) with the actual data. It shows that our simple model with

an entry margin goes a long way to qualitatively account for the data. However, our model does not quite

quantitatively match the increase in cash holdings at entry for industry 1 cohorts after 1983. In particular,

the largest difference to the data is in the industry 1 cohort of 1994-1998. The model generates only an

average cash-to-asset ratio at entry of 0.322, while the corresponding value in the data is 0.426. The sales

growth volatility of post 1983 cohorts in industry 1 are also slightly lower compared to the data. This limits

the extent to which the model can fully account for the secular increase in cash holdings, as we discuss in

Section 5.

Turning to the other moments in the industry-cohort level estimation (Tables 4 and 5) we find that our

model replicates the data well. Specifically, the majority of moments are statistically indistinguishable from

the data. For example, across cohorts and industries the model replicates the average equity issuance size

of mature firms, the sales growth rate, and the average investment-to-asset ratio at entry. The average

18Because of linearity, a 10% increase in q from its estimated value causes the average signal to increase by 10%, while a 10%
increase in ξ from its estimated value causes the average signal value to increase by a meager 0.8%. So changes in q have a large
impact on expected value of the idiosyncratic shock at entry, given the expected productivity at entry is ρ log q. At the same time, the
signal volatility plays a smaller role relative to σ in determining the dispersion of idiosyncratic shock at entry, thus preventing the
identification of ξ.

19Setting the fixed equity issuance cost to zero reduces the average cash at entry to 0.09 and the average issue size in year 10 to
0.0015, while leaving the other moments unchanged.
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investment-to-asset ratio at entry is larger for industry 0 cohorts compared to industry 1 cohorts but is

declining for all industries over time. In all industries and cohorts, firms grow much faster when they enter

compared to when they have been public for ten years. Our model generates these different dynamics

with firms that have below long-run average TFPR when they decide to enter the sample and operate with

decreasing returns to scale in production. Firms with a low TFPR are smaller and, conditional on surviving,

grow faster given the curvature of their production function. As the firm-level TFPR reverts to its long-run

average value, firms grow larger at a progressively slower pace.

As in the baseline model, our model struggles to replicate two moments of the data. For all industries

and cohort, firms’ cash-holdings decline twice as fast over the first ten years after an IPO as in the data.

The sales growth rate autocorrelation is positive in the data and negative for industry 1 cohorts in the

model. However, its magnitude is very small, less than 0.1 in absolute value in the model and the data. In

addition, we find that the volatility in cash holdings and sales growth rates at entry is too low, while the

model-implied investment rate volatility is too high relative to the data. In the latter case, a higher value of

the investment adjustment cost parameter η could generate a lower investment rate volatility (closer to the

data) in our model. However, a higher investment adjustment cost parameter causes firms to reduce their

investment size and, as a consequence, to reduce their average cash holdings (e.g., Riddick and Whited

(2009)).

The second panel of Tables 4 and 5 shows that most parameters are statistically significant. The only

exception is the fixed equity issuance cost that is significant in four out of five cases for industry 0 and

insignificant for cohorts in industry 1. For both industries, the estimated average productivity signal at

entry q is smaller than in the baseline cohort. Moreover for industry 1 and recent cohorts, especially for the

1984-1988, 1989-1993, and 1999-2003 cohorts, the estimated average productivity signal is particularly low.

This means that firms in industry 1 go public with a very low average productivity signal (relative to the

baseline and industry 0). These firms are far away from their optimal size. Given fixed issuance costs they

have high incentives to enter the sample with a large amount of cash on their balance sheets.

Aside of the parameter governing firms’ entry decisions, the other parameter estimates for industry 1

are also interesting. Relative to industry 0, we estimate a higher volatility of the productivity process (σ)

for all cohorts in industry 1. We also find that the persistence parameter (ρ) is on average much lower

than for industry 0 (0.497 vs 0.700). Interestingly, we estimate a lower production function curvature for

industry 1 firms, i.e., α = 0.857 compared to α = 0.594 in industry 0. These estimates are consistent

with the ones in Hennessy and Whited (2007), who find that, relative to large firms, smaller firms have a

larger volatility parameter (0.160 vs 0.086), a smaller persistence parameter (0.498 vs 0.791) and a larger

return-to-scale parameter (0.693 vs 0.577). In our model, the average size of firms in industry 1 is about one
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quarter the average size of firms in industry 0. It is worth noting that the estimated value of the persistence

parameter is pretty stable across cohorts within each industry, with the notable exception of a sharp drop in

the estimated ρ for the 1999-2003 cohort in industry 0. This is not the case for the volatility parameter that

closely mimics the dynamics of sales growth volatility in Fig. 7. Hence, while we do not have an increasing

trend in σ for firms in industry 0, we have a steady increase for firms in industry 1, for which σ goes from

0.209 for the 1979-1983 cohort to 0.275 for the 1999-2003 cohort. Remarkably, we find no clear trend in the

estimated cost of carrying cash ν over time. However, firms in industry 0 earn only 3.1 cents on each dollar

saved internally, while firms in industry 1 earn 3.5 cents.

5. Analysis

In this section, we explore the model’s ability to reproduce the secular increase in cash during the period

1979-2003. To this end, we simulate the model economy with 4,000 firms. In each period, a firm can exit the

sample exogenously with a 8% probability. The exiting firms are replaced by an equal number of entering

firms that choose initial capital and cash balances according to Eq. 5. We first simulate the economy using

the estimated parameters for the baseline cohort for 350 periods. We found this was long enough to reach

a stationary distribution. Then, we simulate a period of length 25 years and let firms of different industries

and cohorts enter over time. The fraction of entrants belonging to either industry reflects the composition

at entry observed in the data and reported in Table 6. We perform 50 simulations and all model-based

reported moments are averaged over these simulations.

We focus our discussion on two trends among publicly traded firms: the secular increase in cash (Bates,

Kahle and Stulz (2009)) and the increase in firm-level sales growth rate volatility (Davis, Haltiwanger,

Jarmin and Miranda (2007)). How much of these trends can our model explain? In Table 7 we report

the following cross-sectional moments averaged over a five-year horizon across all concurrent cohorts: the

average industry composition, average cash holdings across all firms, cash holdings for each industry, and

the cross-sectional sales growth volatitity. In the data, the change in cash holdings between the 1974-1978

cohort and the 1999-2003 cohort is 0.136, an increase of 160%. Our estimated model is able to generate a

level change of 0.056, which correspond to an increase of 78%. That is, our model captures a large fraction

of the secular trend in cash generating about 40% of the level change (0.056 vs 0.136) and about 50% of the

percentage change (78% vs 160%). Note that our choice of an exogenous exit rate of 8% allows us to gener-

ate an industry composition that is very close to the data. This is important to properly assess the ability of

our model to reproduce the observed secular trend in cash holdings. An exit rate that is too low would tilt

the distribution of firms toward industry 0 firms and generate a much lower average cash-to-asset in the
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cross-section.

There are several reasons why the model is not able to fully account for the secular time trend in cash. We

highlighted in our prior estimation result discussion that firms in our model deplete cash twice as quickly

as in the data. This depresses the average cash holdings of firms. Moreover, our model generates a slightly

lower amount of cash holdings for industry 0 entrants of the 1994-1998 and 1999-2003 cohorts (see Table 4).

As a consequence, cash holdings of firms in industry 0 decline over time, while the data features a modest

increase. However, the negative change in cash-holdings for industry 0 firms is more than compensated by

the positive change for industry 1 firms. Our model generates about 50% of the level change in industry

1 firms’ cash holdings (0.116 vs 0.237) and about 60% of the percentage change (163% vs 278%). However,

50% of the level increase in cash holdings at entry for firms in industry 1 is too small to explain the entire

increase in cash holdings over this time period.

In the last two columns of Table 7, we compare the cross-sectional sales growth volatility of the model

with the data. To this end, we calculate the cross-sectional dispersion in the sales growth rate each year and

report its average over a five year period. Our simulated economy not only is able to generate a secular

increase in cash holdings, it also generates a monotonically increasing cross-sectional dispersion in sales

growth rates. The magnitude of such an increase is quite large. Our model generates about 50% of both

the level change (0.078 vs 0.152) and the percentage change (44% vs 88%). This is not merely an artifact of

our estimates for the volatility of the productivity process σ. There is no trend in industry 0 estimates of σ.

We estimate that the 1999-2003 cohort has only a 30% higher volatility parameter than the 1974-1978 cohort

in industry 1 (0.275 vs 0.209). Moreover, 46% of firms during 1999-2003 period do not operate in industry

1, nor are all firms in industry 1 of the 1999-2003 cohort. In the following section, we show that the entry

margin mechanism also independently contributes to a higher sales growth volatility.

6. Counterfactuals

What are the drivers of the secular trend in cash holdings in our model? A close inspection at the es-

timated parameters in Table 5 suggests that two forces might play a crucial role in generating a secular

increase in cash holdings. First, the process for the firm-level productivity is characterized by an increasing

value of the volatility parameter across cohorts belonging to industry 1. A larger σ increases the precau-

tionary need for cash reserves. Second, for all the cohorts in industry 1 the estimated lower bound of the

average productivity signal at entry is much lower compared to the baseline. The mean-reversion in the

productivity process means that firms with low initial productivity expect a larger increase in productivity

and therefore larger incentives to accumulate cash for future investments compared to firms with initially
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high productivity. Hence, a decline in the average productivity signal at entry contributes to the secular

increase in cash holdings. In what follows, starting with the entry margin mechanism (i.e., selection), we

try to understand how important these two forces are in shaping the dynamic evolution of average cash

holdings.

6.1. Selection

Using the model, we explore the quantitative role of selection in causing the secular trend in the data. In

Table 8 we report the results of the following counterfactual exercises. The first exercise simulates the data

from the model in which all parameters are kept at their estimated values except for q. For all industries and

cohorts, we set q to its estimated value in the baseline cohort, reported in Table 3. To study the importance

of composition, in addition to keeping q at its baseline value, the second counterfactual exercise keeps also

the fraction of entrants from industry 1 at its baseline value (0.33) for all subsequent cohorts. For this last

counterfactual exercise in this section, we keep all the parameters at their baseline value but allow q and

the fraction of industry 1 entrants to take their estimated values. We look at the effects of our experiments

both on cash holdings and on sales growth volatility.

With the first counterfactual exercise, we study the role of changes in the entry margin through changes

in the cohort-specific average productivity signal for the secular increase in cash. Column 2 of Table 8

shows that without a change in the entry margin, the model generates only 40% of the level change (0.023

vs 0.056) and the percentage change (32% versus 78%) relative to the full model’s response. While the entry

margin has a sizable impact on the trend in cash holdings, it has a marginal effect on the trend in sales

growth volatility. Column 6 shows that without q at work, the model can still generate about 90% of the

overall change in the sales growth volatility.

In the second exercise, we not only shut off the entry margin, but also keep the fraction of industry 1

firms at the baseline level. This exercise allows us to assess the overall effect of firm selection on the secular

increase in cash. Column 3 of Table 8 shows that the model without selection produces a slightly declining

trend in average cash holdings. When the fraction ω of industry 1 entrants stays at the baseline level, a

counterfactually large fraction of low cash holdings firms enter over time. As a consequence, the fraction of

industry 0 incumbents is much higher thus contributing to keep the average cross-sectional cash holdings at

a lower value. Even the effect on the cross-sectional volatility of sales growth rates is considerable. Without

selection at work, the model is able to generate only 70% of the overall change (Column 7).

In the last exercise, we let selection to be the only force at work. All parameters are set to their baseline

value except for the composition at entry and q. Column 4 of Table 8 shows that selection alone is able to

explain about 60% of the change in cash holdings (0.035 vs 0.056). In addition, selection alone can also gen-
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erate a secular trend in the sales growth rates dispersion and be responsible for about 30% of the difference

between the 1999-2003 and 1974-1978 cohorts (Column 8).

Overall, the counterfactual exercises reported in Table 8 provide strong support to the idea that the

entry margin played an important role in explaining the secular increase in cash during the period 1979-

2003. In addition, our exercises show that firm selection can also partially explain the secular increase in

sales growth rates volatility as documented by Davis, Haltiwanger, Jarmin and Miranda (2007).

6.2. Cash flow volatility

In this section, we explore the question whether a change in firms’ cash flow volatility could have ex-

plained the increase in firms’ cash holdings as suggested by Bates, Kahle and Stulz (2009). In addition,

we study its role for the increase in firms’ sales growth volatility. To this end, we conduct two counterfac-

tual exercise whose results we present Panel A of Table 9. First, we allow all parameters to change at the

cohort-industry level except for σ (firms’ productivity volatility), which is kept at its baseline values. For

the second exercise, we only allow σ to vary at the cohort-industry. All other parameters remain at their

baseline values. That means, we also keep entrants’ industry composition fixed at the value ω = 0.33.

In column 2, we show that just by shutting off the volatility parameter σ, i.e., keeping it fixed at its

baseline level, the model still generates a sizable secular increase in cash holdings. The overall change in

average cash holdings between the 1979-1983 and the 1999-2003 cohorts is 0.042, a value almost twice as

large as the one that we obtained by keeping q fixed (0.023). In other words, shutting off σ as a model force

does not take away the model’s ability to explain the increase in cash holdings over time. However, it is a

major driving force behind the increase in the average sales growth volatility. Column 5 shows that keeping

σ at its baseline level produces only an increase of 0.02 (12% ) in firms’ average sales growth volatility.

We find similar implications if we only allow σ to vary. In column 3 we show that the model gener-

ates only a relatively small fraction of the change in firms’ cash holdings over time, i.e., it explains only

around 10% of the increase in the data. Column 6 shows the implications for the sales growth volatility.

When we allow only σ to change over time, the model generates an increase of 30%. Recall that the full

model generates an increase of 44% in the sales growth volatility. That is, while the model’s main force in

explaining the secular trend in the sales growth volatility is coming from changes in the cash flow volatility

itself, other model forces such as selection explain a sizable amount. These results support the idea that an

increase in precautionary saving motives–driven by an increase in firm-level cash flow volatility–are much

less important for driving the secular increase in cash than firm selection. However, without the estimated

progressive increase in σ, the model could not come close to replicating the secular increase in the sales

growth volatility.
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The results thus far suggest that both an increase in firms’ cash flow volatility and changes at the entry

margin are important forces for the two secular trends we focus on. In the last set of counterfactual ex-

ercises (Panel B of Table 9), we explore their role jointly. First, we allow all parameters to change except

composition, q, and the firm-level volatility parameter σ. Then, we analyze the economy where the only

moving parts are composition, the Pareto lower bound, and the firm-level volatility parameter σ.

When we shut down both the firm selection force and the cash flow volatility force of the model, our

model produces a negative trend in cash holdings (Column 2). In fact, the economy looks very similar to

industry 0 (see Table 7), for which we have no trend in σ across cohorts and little movements in the lower

bound of the average productivity signal at entry. Without these two forces, the model produces no change

in the average sales growth volatility. Connecting with our previous results, this implies that selection alone

also contributes to the trend in the sales growth volatility. That is, keeping only σ constant still produces a

small increase as shown in Column (5) of Panel A.

We also analyze an economy where the only moving parts are the industry compositions at entry, the

average productivity signal at entry, and the firm-level cash flow volatility. In this case, the economy gen-

erates a larger change in average cash holdings (0.072 vs 0.056, Column 3) and a similar change in the sales

growth volatility (0.080 vs 0.078, Column 6). It seems puzzling at first that these three forces alone generate

a much larger increase in cash holdings than our full model (102% versus 78%). In this experiment we keep

the productivity process persistence parameter ρ fixed at its baseline value (0.649) for industry 1 firms. Our

estimation finds that this parameter decreases over time. By keeping it at the baseline level in this exper-

iment, it delivers a lower expected productivity at entry (ρ× log q), which translates in a higher choice of

cash balances at entry.20

Our counterfactual analysis leads us to conclude that both selection and cohort variation in the param-

eter governing the volatility of the productivity shock (σ) are essential ingredients to generate two much

talked about secular trends among publicly traded U.S. firms. In our model economy, selection is the major

force for an increase in the cash-to-asset ratio over time. But the cash flow volatility is critical for explaining

the rise in the sales growth volatility.

7. Discussion

Our estimation results in Tables 4 and 5 studies the quantitative strength of two mechanisms –selection

and a change in cash flow volatility– for the secular increase in cash holdings. We singled out these two

mechanisms, because our estimation found no clear time trend in any of the other parameters. These two

20It is useful to remember that log q is, on average, negative.
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forces alone generate an increase in cash holdings of 78% compared to an increase of 168% in the data.

The main reason our model cannot explain all the increase in cash holdings is due to the fact that firms

in our model deplete cash too fast. While in the data the within-firm trend of cash holdings is negative,

our model implies a much faster depletion of cash holdings at the firm level compared to the data. This

limitation of our model naturally suggests a role for complementary explanations, including corporate

taxes (Foley, Hartzell, Titman and Twite (2007)), a decline in interest rates and therefore the opportunity

cost for holding cash (Azar, Kagy and Schmalz (2016)), agency frictions (Dittmar and Mahrt-Smith, 2007;

Nikolov and Whited, 2014), adoption of just-in-time production (Gao (2015)) and intangible capital (Falato,

Kadyrzhanova and Sim (2013)). In isolation, most of these complementary explanations would generate a

secular increase in cash holdings via a positive within-firm effect. This would help our model to generate a

slower mean reversion in cash holdings. In what follows, we briefly discuss how adding these additional

forces relate to our analysis.

As shown by Foley, Hartzell, Titman and Twite (2007), tax considerations are one of the reasons large

multinational firms hold on to significant cash balances abroad. Foley, Hartzell, Titman and Twite (2007)

also show that the cash holdings of technology firms, i.e., firms with more flexibility to shift profits to

low tax locations, are especially sensitive to tax rates. This explanation could serve as an additional force to

drive differences between R&D–intensive firms and non-R&D–intensive firms. With this additional feature,

our model might generate higher cash holdings for industry 1 firms ex-ante.

In a standard economic model, the opportunity cost of money is the short term riskfree rate. Azar,

Kagy and Schmalz (2016) show that a higher riskfree rate is correlated with lower corporate cash balances.

In other words, while the riskfree rate has been falling over the last 30 years, corporate cash balances

have been rising. Without any additional assumption, a decline in the opportunity costs of carrying cash

affects all firms. This explanation alone can therefore not explain why R&D–intensive entrants have higher

cash balances. It also cannot explain the negative trend within firms (Table 2). Yet, if cash balances are

particularly important for R&D intensive firms to circumvent financing constraints, then effectively, R&D-

intensive firms might become more sensitive to changes in the opportunity cost of holding cash. In our

estimation exercise (see Tables 4 and 5), we do not allow the interest rate to vary over time, but we allow

ν–the cost of carrying cash–to vary at the cohort and industry level. Within industry 1, the cost of carrying

cash ν does not vary by cohort in our estimation, suggesting that this has not been a major driver for the

change in cash-holdings at the cohort level over time. Augmenting our setup to include a negative time

trend in the riskfree rate might help in generating a slower mean reversion in cash holdings.

Agency frictions as discussed by Dittmar and Mahrt-Smith (2007) and Nikolov and Whited (2014) also

play an important role in the rise of cash holdings. Nikolov and Whited (2014) show that for larger firms
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agency frictions such as a lower share of managerial firm ownership are relevant for the upward trend

in cash. They also find, however, that agency frictions are less important for smaller firms that play a

prominent role in the selection mechanism. This suggests a complementary role of agency frictions to the

selection and rise in cash flow volatility mechanism and likely help the model to better match the upward

trend in cash holdings.

Last, several papers (Falato et al., 2013; Falato and Sim, 2014; Gao, 2015) suggest a change in production

technologies as a driver for the secular increase in cash. The empirical evidence in these papers is more

supportive of a within firm effect. This means that new production technologies are adopted by existing

firms. But unless one controls for cohort effects, the changes in the production technology could also emerge

from new firms that progressively enter the sample with new production technologies. In addition, while

we do not allow for changes in the functional form of the production function or its capital input type, we

find no clear time trend for its parameters over industries and cohorts. Modeling tangible and intangible

capital as production factors and studying their role in conjunction with selection is beyond the scope of

this paper. Incorporating a capital type choice along the lines of Falato et al. (2013) would likely boost the

model’s ability to quantitatively match the secular rise in cash holdings.

8. Conclusion

In this paper, we estimate a standard neoclassical investment model–augmented to allow for an entry

margin–to investigate the role of firm selection as an important driver of higher average cash–to–asset

ratios. Our model can account for roughly half of the increase in cash holdings of U.S. public companies

over the period 1979-2003. Using our model, we quantify the role of firm selection in conjunction with other

mechanisms, such as a rise in cash flow volatility and the cost of carrying cash. Our estimation identifies

cash flow volatility and the average total revenue factor productivity of newcomers into U.S. equity markets

as an important forces behind the secular increase in the average cash-to-asset ratio. More than a shift in

the composition of R&D–intensive firms, a shift toward smaller, riskier, initially less productive, but higher-

growth-potential firms is the key driver of higher cash balances. In addition, our results further show that

entry margin decisions matter for the rise in sales growth volatility, alone explaining 15% of the increase in

the data.

To focus primarily on a selection mechanism, we made many simplifying assumptions with our model.

Our model leaves 50% of the increase in cash holdings in the data unexplained. Several papers in the liter-

ature have presented evidence that show the importance of explanations complementary to firm selection

and a rise in cash flow volatility. For future work, it would be interesting to augment our setup to explicitly
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account for these complementary explanations.
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Fig. 1. Average cash–to–assets ratio of US listed firms
This figure reports the average cash–to–assets ratio of U.S. public companies over the period 1958-2013.
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Fig. 2. Average cash holdings at entry (1959-2013)
The figure reports the evolution of the cash–to–assets ratio around IPO for U.S. public companies for 11 5-year cohorts over the
period 1959-2013. The red dot denotes the average cash ratio at entry for each cohort. The first observation denotes the average cash
holdings of incumbent firms in 1958. The straight line connects the initial average cash holdings to the average holding in 2013 for
each cohort.
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Fig. 3. Average cash–to–assets ratio of U.S. listed firms by sector
This figure reports the average cash–to–assets ratio of R&D–intensive and non–R&D–intensive firms over the period 1958-2013. A
R&D–intensive firm belongs to an industry (three-level digit SIC code) whose average R&D investment amounts to at least 2% of
assets over the sample period.
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Fig. 4. Industry composition of US public firms (1959-2013)
The left panel of this figure presents the share of R&D–intensive firms in Compustat (in darker color with a dashed line) and the
share of R&D–intensive entrants (in red with a solid line). The right panel shows the average cash–to–assets ratio at entry of
R&D–intensive and non–R&D–intensive firms. A R&D–intensive firm belongs to an industry (three-level digit SIC code) whose
average R&D investment amounts to at least 2% of assets over the sample period. We group firms into cohorts of five years starting
from 1959. We define as entrant a firms that reports a year-end value of the stock price for the first time (item PRCC_C)
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Fig. 5. Cash change decomposition
This figure reports the cumulative change in average cash holdings over the sample period together with its three components: the
cumulative change due to incumbents (labeled “within”), the cumulative change due to R&D–intensive entrants, and the cumulative
change due to non-R&D–intensive entrants.
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Fig. 6. Entry margin
This figure reports the optimal cash–to–assets ratio (solid blue lien, left) and capital (dashed red line, right) at entry as a function of
the (log) quality signal.
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Fig. 7. Secular trends: Model vs Data
This figure reports model-generated average cash-to-asset ratio at entry (top panel) and average firm-level sales growth volatility
(bottom panel) and compares these quantities with their empirical counterparts. The quantities are reported for each cohort, starting
from the 1974-1978 one, and across two industries. The black lines refer to industry 1 in the model and R&D-intensive industry in the
data, while the red lines refer to industry 0 in the model and non-R&D-intensive industry in the data. Solid lines refer to actual data,
while dashed lines refer to model-generated data.
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Table 1
Estimating the Entry Cohort Effect

Pooled OLS All Firms Non-R&D Intensive R&D Intensive
I II III IV

t 0.415*** -0.000 -0.033* 0.017
(0.019) (0.019) (0.019) (0.032)

1959-1963 -1.521* -0.931 -1.811
(0.916) (1.103) (1.499)

1964-1968 -1.335 -0.322 -2.274
(0.921) (1.148) (1.407)

1969-1973 -0.932 -1.130 0.705
(0.840) (0.952) (1.473)

1979-1983 6.288*** 2.445** 8.547***
(0.980) (1.113) (1.519)

1984-1988 7.970*** 1.263 13.711***
(1.000) (0.993) (1.602)

1989-1993 10.739*** 0.527 19.177***
(1.053) (1.004) (1.608)

1994-1998 13.513*** 2.183** 22.126***
(1.043) (1.074) (1.560)

1999-2003 23.835*** 7.186*** 29.465***
(1.299) (1.562) (1.705)

2004-2008 16.569*** 2.678** 28.328***
(1.513) (1.326) (2.222)

2008-2013 14.255*** 3.667 22.919***
(3.805) (2.606) (5.731)

Constant 11.678*** 11.349*** 10.270*** 13.022***
(0.342) (0.719) (0.817) (1.210)

Observations 76,872 76,872 38,553 38,319
R-squared 0.031 0.108 0.016 0.163

We estimate the following baseline linear equation:

CHi,t = α + βt + ∑
k∈{K}

γk × Ii∈k + εi,t

The dependent variable is the cash–to–assets ratio defined as Compustat item CHE divided by Compustat item AT an expressed
in percentage terms.The sample includes Compustat firm-year observations from 1979-2013 with at least five years of observations,
positive values for assets and sales, excluding financial firms (SIC codes 6000 to 6999) and utilities (SIC codes 4000 to 4999). Differently
from the regression in Table 2, we exclude firms that entered Compustat before 1959. In column I, we run pooled OLS regressions and
we normalize the year 1979 to zero. In column II, we report the results with cohort fixed effects. In column III, we report the results
with cohort fixed effects only for the R&D–intensive sector, whereas in column IV, we report the results with cohort fixed effects only
for the non–R&D–intensive sector. We report standard errors that are clustered at the firm level. * denotes significance at the 10%
level, ** denotes significance at the 5% level, and *** denotes significance at the 1% level.
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Table 2
Estimating the Time Trend

Pooled OLS Firm-by-Firm

All All All All Young Young Mature Mature Old Old

I II III IV V VI VII VIII IX X

Trend 0.418*** 0.055*** -0.497*** -0.267*** -0.461*** -0.239*** -0.226*** -0.115*** 0.005 0.001

0.007 0.006 0.034 0.048 0.037 0.053 0.026 0.037 0.239 0.033

Trend X R&D 0.605*** -0.463*** -0.447*** -0.224*** 0.007

0.013 0.068 0.075 0.052 0.048

R&D Dummy 4.579*** 20.711*** 20.760*** 0.180*** 11.100***

0.253 0.587 0.642 0.000 0.910

Constant 10.661*** 9.371*** 21.920*** 11.640*** 21.581*** 11.276*** 20.234*** 11.446*** 14.648*** 9.510***

0.123 0.122 0.325 0.413 0.350 0.453 0.387 0.505 0.474 0.619

Observations 85,947 85,947 (5,496; 16) (5,496; 5) (3,614; 9) (1607; 13)

Adjusted R2 0.035 0.185 0.295 0.418 0.312 0.291

We estimate the following baseline linear equation:

CHi,t = α + βt + εi,t

The dependent variable is the cash–to–assets ratio defined as Compustat item CHE divided by Compustat item AT and expressed
in percentage terms. The sample includes Compustat firm-year observations from 1979-2013 with at least five years of observations,
positive values for assets and sales, excluding financial firms (SIC codes 6000 to 6999) and utilities (SIC codes 4000 to 4999). We also
sort firms into R&D– versus non-R&D–intensive, as discussed in Section 2.3. In columns I and II, we run pooled OLS regressions
and we normalize the year 1979 to zero. In columns III-X, we run a linear regression for each firm in our sample and set the time
variable equal to zero the first year the firm appears in the sample. Young firms are firms that have been public for at most five years,
mature firms are firms that have been public for more than five years but less than 16 years, and old firms are firms that have been
public for at least 16 years. For the firm-by-firm regressions, we report the number of individual firms in the sample together with
the average number of observations for each firm. The reported R2 for the firm-by-firm regressions is the average R2 across all the
regressions. We report robust standard errors. * denotes significance at the 10% level, ** denotes significance at the 5% level, and ***
denotes significance at the 1% level
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Table 3
Simulated moments estimation: Baseline cohort

Panel A: Moments

Moments Data Model t-stat

N=532

Average cash holdings at entry 0.118 0.110 1.486

Average change in cash holdings -0.018 -0.061 7.264

Volatility cash holdings 0.057 0.053 2.093

Autocorrelation cash holdings 0.276 0.282 -0.368

Average issue size at year 10 0.022 0.022 -0.067

Mean sales growth at 2 0.152 0.167 -1.152

Volatility sales growth at entry 0.086 0.054 3.426

Average change in sales growth -0.136 -0.141 0.292

Volatility sales growth 0.191 0.175 2.941

Autocorrelation sales growth 0.053 -0.002 3.530

Average investment rate at entry 0.108 0.082 4.003

Average change in investment rate -0.050 -0.056 0.746

Volatility investment rate 0.088 0.104 -5.972

Panel B: Parameter estimates

Parameter Point Estimate S.E.

σ 0.156 0.002

ρ 0.649 0.009

α 0.694 0.011

η 0.092 0.009

ξ 11.804 14.640

log(q) -0.774 0.156

ν 0.851 0.034

fe 0.093 0.057

This table reports the simulated and actual moments (Panel A) together with the estimated structural parameters (Panel B) using a
balanced panel of firms belonging to the 1974-1978 cohort. The balanced panel is composed by all the firms that entered our sample
of publicly listed firms during the period 1974-1978 and that have 10 consecutive years of observations on total assets (Compustat
item at), revenues (item sale), cash (item che), net property, plant, and equipment (item ppent), common shares outstanding (item
csho), sale of common and preferred stock (item sstk), and market price at the calendar year end (item prcc_c). In panel A, we also
report the number of firms in the sample (N) and the t-statistics for the difference between model-generated and actual moments.
The estimated parameters in Panel B are: The volatility (σ) and persistence (ρ) of the TFPR process, the returns to scale parameter α,
the convex adjustment cost parameter η, the shape parameter, (ξ) and the the lower bound (q) of the Pareto distribution, the internal
accumulation wedge ν, and the fixed equity issuance cost and fe. For each estimated parameter, we report the associated standard
error, whose calculation is described in Appendix C.2.
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Table 4
Simulated moments estimation: Industry 0

Moments 1979-1983 1984-1988 1989-1993 1994-1998 1999-2003

Data Model t-stat Data Model t-stat Data Model t-stat Data Model t-stat Data Model t-stat

N=116 N=205 N=197 N=236 N=86

Average cash holdings at entry 0.194 0.185 (0.50) 0.154 0.143 (0.96) 0.152 0.146 (0.48) 0.171 0.146 (2.06) 0.136 0.098 (1.99)

Average change in cash holdings -0.083 -0.132 (2.82) -0.054 -0.097 (3.72) -0.073 -0.108 (2.65) -0.049 -0.130 (6.08) 0.014 -0.077 (4.80)

Volatility cash holdings 0.085 0.084 (0.15) 0.070 0.067 (0.92) 0.070 0.070 (-0.12) 0.078 0.070 (2.23) 0.074 0.057 (2.58)

Autocorrelation cash holdings 0.287 0.376 (-2.63) 0.281 0.307 (-1.01) 0.267 0.284 (-0.66) 0.310 0.403 (-4.18) 0.270 0.252 (0.46)

Average issue size at year 10 0.021 0.021 (0.07) 0.020 0.020 (0.09) 0.019 0.019 (0.04) 0.015 0.015 (-0.05) 0.019 0.019 (0.03)

Mean sales growth at 2 0.186 0.199 (-0.36) 0.198 0.181 (0.71) 0.232 0.201 (1.29) 0.287 0.263 (1.06) 0.166 0.209 (-1.29)

Volatility sales growth at entry 0.142 0.098 (2.097) 0.113 0.068 (2.997) 0.111 0.091 (1.942) 0.124 0.115 (0.683) 0.093 0.062 (1.466)

Average change in sales growth -0.127 -0.142 (0.33) -0.126 -0.119 (-0.25) -0.183 -0.167 (-0.51) -0.222 -0.212 (-0.37) -0.178 -0.198 (0.45)

Volatility sales growth 0.259 0.254 (0.30) 0.195 0.195 (-0.03) 0.227 0.236 (-0.93) 0.237 0.233 (0.38) 0.213 0.163 (2.80)

Autocorrelation sales growth 0.100 0.052 (1.46) 0.139 0.017 (5.04) 0.107 0.029 (2.94) 0.160 0.012 (6.55) 0.101 -0.026 (3.22)

Average investment rate at entry 0.157 0.147 (0.46) 0.116 0.102 (1.10) 0.149 0.124 (1.54) 0.142 0.140 (0.12) 0.132 0.119 (0.50)

Average change in investment rate -0.106 -0.083 (-0.94) -0.044 -0.040 (-0.24) -0.080 -0.083 (0.17) -0.094 -0.086 (-0.46) -0.115 -0.104 (-0.43)

Volatility investment rate 0.140 0.174 (-3.43) 0.113 0.124 (-1.67) 0.130 0.146 (-2.04) 0.110 0.130 (-2.98) 0.088 0.092 (-0.41)

σ ρ α η log(q) ν fe

1979-1983 0.246 0.795 0.493 0.051 -1.087 0.869 0.246

0.007 0.014 0.010 0.000 0.077 0.014 0.033

1984-1988 0.186 0.774 0.606 0.072 -1.015 0.767 0.044

0.003 0.013 0.001 0.004 0.050 0.050 0.005

1989-1993 0.221 0.721 0.592 0.044 -0.865 0.732 0.048

0.005 0.012 0.018 0.006 0.029 0.065 0.017

1994-1998 0.215 0.717 0.564 0.071 -1.224 0.701 0.098

0.004 0.018 0.000 0.005 0.227 0.057 0.026

1999-2003 0.126 0.494 0.716 0.057 -0.883 0.774 0.092

0.005 0.016 0.024 0.002 0.161 0.160 6.924

This table reports the simulated and actual moments (Panel A) together with the estimated structural parameters (Panel B) using a
balanced panel of firms in the non-R&D-intensive sector belonging to the following five cohorts: 1979-1983, 1984-1988, 1989-1993, 1994-
1998, and 1999-2003. For each cohort, the balanced panel is composed by non-R&D-intensive firms that entered our sample of publicly
listed firms and that have 10 consecutive years of observations on total assets (Compustat item at), revenues (item sale), cash (item
che), net property, plant, and equipment (item ppent), common shares outstanding (item csho), sale of common and preferred stock
(item sstk), and market price at the calendar year end (item prcc_c). In panel A, we also report the number of firms in each cohort (N)
and the t-statistics for the difference between model-generated and actual moments. The estimated cohort-level parameters in Panel B
are: The volatility (σ) and persistence (ρ) of the TFPR process, the returns to scale parameter α, the convex adjustment cost parameter
η, the shape parameter, (ξ) and the the lower bound (q) of the Pareto distribution, the internal accumulation wedge ν, and the fixed
equity issuance cost and fe. The parameters are separately estimated for each cohort. For each estimated parameter, we report the
associated standard error, whose calculation is described in Appendix C.2.
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Table 5
Simulated moments estimation: Industry 1

Moments 1979-1983 1984-1988 1989-1993 1994-1998 1999-2003

Data Model t-stat Data Model t-stat Data Model t-stat Data Model t-stat Data Model t-stat

N=172 N=227 N=213 N=306 N=199

Average cash holdings at entry 0.283 0.298 (-0.75) 0.368 0.313 (2.98) 0.412 0.348 (3.14) 0.426 0.322 (6.30) 0.526 0.428 (4.67)

Average change in cash holdings -0.093 -0.201 (5.22) -0.114 -0.210 (6.27) -0.110 -0.224 (5.92) -0.097 -0.230 (9.09) -0.172 -0.264 (4.42)

Volatility cash holdings 0.122 0.094 (5.26) 0.120 0.099 (4.74) 0.131 0.105 (5.30) 0.132 0.103 (7.64) 0.142 0.127 (3.00)

Autocorrelation cash holdings 0.333 0.380 (-1.70) 0.333 0.467 (-5.61) 0.337 0.455 (-4.89) 0.327 0.500 (-8.25) 0.322 0.552 (-9.38)

Average issue size at year 10 0.015 0.015 (0.07) 0.069 0.069 (0.04) 0.061 0.061 (-0.02) 0.063 0.062 (0.09) 0.055 0.055 (-0.03)

Mean sales growth at 2 0.263 0.254 (0.27) 0.319 0.328 (0.38) 0.279 0.293 (-0.47) 0.297 0.309 (-0.46) 0.346 0.325 (0.51)

Volatility sales growth at entry 0.187 0.109 (2.233) 0.206 0.164 (2.228) 0.181 0.164 (0.955) 0.209 0.155 (3.152) 0.329 0.188 (5.469)

Average change in sales growth -0.195 -0.227 (0.88) -0.205 -0.279 (1.99) -0.243 -0.261 (0.47) -0.186 -0.271 (2.59) -0.325 -0.289 (-0.84)

Volatility sales growth 0.270 0.24 (2.35) 0.286 0.268 (1.34) 0.323 0.308 (1.11) 0.336 0.274 (5.14) 0.321 0.315 (0.48)

Autocorrelation sales growth 0.061 -0.047 (4.32) 0.095 -0.071 (6.68) 0.084 -0.156 (9.05) 0.077 -0.094 (8.59) 0.07 -0.089 (6.85)

Average investment rate at entry 0.117 0.114 (0.27) 0.081 0.081 (-0.02) 0.068 0.062 (0.76) 0.078 0.085 (-1.02) 0.048 0.057 (-1.30)

Average change in investment rate -0.099 -0.089 (-0.84) -0.045 -0.037 (-1.00) -0.047 -0.033 (-1.41) -0.069 -0.051 (-2.55) -0.044 -0.022 (-2.96)

Volatility investment rate 0.093 0.111 (-4.20) 0.073 0.093 (-6.07) 0.07 0.089 (-5.36) 0.061 0.092 (-11.41) 0.048 0.097 (-15.22)

σ ρ α η log(q) ν fe

1979-1983 0.209 0.513 0.823 0.062 -0.830 0.876 0.032

0.004 0.009 0.013 0.002 0.024 0.015 0.670

1984-1988 0.229 0.511 0.850 0.179 -1.340 0.862 0.039

0.003 0.011 0.011 0.005 0.086 0.029 0.133

1989-1993 0.263 0.461 0.888 0.165 -1.219 0.892 0.000

0.008 0.013 0.003 0.005 0.076 0.016 0.001

1994-1998 0.236 0.494 0.851 0.159 -1.216 0.869 0.026

0.091 0.019 0.012 0.005 0.021 0.027 215.220

1999-2003 0.275 0.505 0.872 0.192 -1.361 0.900 0.001

0.005 0.006 0.004 0.033 0.088 0.150 0.001

This table reports the simulated and actual moments (Panel A) together with the estimated structural parameters (Panel B) using a
balanced panel of firms in the R&D-intensive sector belonging to the following five cohorts: 1979-1983, 1984-1988, 1989-1993, 1994-
1998, and 1999-2003. For each cohort, the balanced panel is composed by R&D-intensive firms that entered our sample of publicly
listed firms and that have 10 consecutive years of observations on total assets (Compustat item at), revenues (item sale), cash (item
che), net property, plant, and equipment (item ppent), common shares outstanding (item csho), sale of common and preferred stock
(item sstk), and market price at the calendar year end (item prcc_c). In panel A, we also report the number of firms in each cohort (N)
and the t-statistics for the difference between model-generated and actual moments. The estimated cohort-level parameters in Panel B
are: The volatility (σ) and persistence (ρ) of the TFPR process, the returns to scale parameter α, the convex adjustment cost parameter
η, the shape parameter, (ξ) and the the lower bound (q) of the Pareto distribution, the internal accumulation wedge ν, and the fixed
equity issuance cost and fe. The parameters are separately estimated for each cohort. For each estimated parameter, we report the
associated standard error, whose calculation is described in Appendix C.2.
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Table 6
Entrants distribution

Cohort 1974-1978 1979-1983 1984-1988 1989-1993 1994-1998 1999-2003

Industry 1 (ω) 0.33 0.55 0.45 0.52 0.55 0.74

Industry 0 (1-ω) 0.67 0.45 0.55 0.48 0.45 0.26

This table reports the composition on firms entering in U.S. public equity markets during the period 1974-2003 across six cohorts
of entrants: 1974-1978, 1979-1983, 1984-1988, 1989-1993, 1994-1998, and 1999-2003. For each cohort, we report the fraction of firms
belonging to the R&D-intensive industry (ω) and the fraction of firms belonging to the non-R&D-intensive industry (1−ω).

Table 7
Cash and Volatility Dynamics

Year5 Sample Composition Cash-to-asset Cash-to-asset (Ind. 0) Cash-to-asset (Ind. 1) Sales growth vol

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Data Model Data Model Data Model Data Model Data Model

1974-1978 0.336 0.330 0.085 0.071 0.085 0.071 0.085 0.071 0.172 0.176

1979-1983 0.376 0.381 0.108 0.090 0.095 0.066 0.126 0.102 0.223 0.192

1984-1988 0.434 0.417 0.140 0.096 0.108 0.068 0.182 0.110 0.286 0.215

1989-1993 0.467 0.443 0.153 0.104 0.101 0.068 0.210 0.130 0.269 0.228

1994-1998 0.500 0.476 0.182 0.105 0.092 0.060 0.270 0.135 0.306 0.244

1999-2003 0.554 0.543 0.221 0.127 0.097 0.044 0.322 0.187 0.324 0.254

Difference 0.218 0.213 0.136 0.056 0.012 -0.027 0.237 0.116 0.152 0.078

% Change 65% 65% 160% 78% 14% -38% 278% 163% 88% 44%

This table reports simulated quantities across 50 simulations. For each simulation, we simulate a panel with 4,000 firms. In each
period, a firm can exit the sample exogenously with a 8% probability and it is replace by a new entrant, which chooses initial capital
and cash balances according to Eq. 5. We first simulate the economy using the estimated parameters for the baseline cohort for 350
periods. Then, we simulate a period of length 25 years and let the firms of different industries and cohorts to enter over time with
composition at entry dictated by the quantities in Table 6. We report the model-generated quantities together with their empirical
counterparts. All quantities are calculated at an annual frequency and averaged over a 5-year period. The first two columns and
(2) report the fraction of incumbents firms belonging to the R&D-intensive industry in the data (Columns (1)) and to industry 1 in
model (Columns (2)). Columns (3) and (4) report the cash-to-asset ratio’s cross-sectional average. Columns (5) and (6) report the
cash-to-asset ratio’s cross-sectional average for firms belonging to the non-R&D-intensive industry in the data (Columns (5)) and to
industry 0 in model (Columns (6)). Columns (7) and (8) report the cash-to-asset ratio’s cross-sectional average for firms belonging
to the R&D-intensive industry in the data (Columns (7)) and to industry 0 in model (Columns (8)). Columns (9) and (10) report the
average firm-level sales growth rate volatility. All model-based quantities are averaged over the 50 simulations.
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Table 8
The role of selection

Cash-to-asset Sales growth dispersion

Model q fixed (ω, q) fixed only (ω, q) Model q fixed (ω, q) fixed only (ω, q)

(1) (2) (3) (4) (5) (6) (7) (8)

1974-1978 0.071 0.071 0.071 0.071 0.176 0.176 0.176 0.176

1979-1983 0.090 0.095 0.080 0.082 0.192 0.196 0.193 0.181

1984-1988 0.096 0.076 0.069 0.097 0.215 0.210 0.208 0.189

1989-1993 0.104 0.079 0.070 0.094 0.228 0.221 0.218 0.189

1994-1998 0.105 0.077 0.064 0.109 0.244 0.236 0.230 0.193

1999-2003 0.127 0.094 0.064 0.107 0.254 0.246 0.231 0.199

Difference 0.056 0.023 -0.008 0.035 0.078 0.070 0.055 0.022

% Change 78% 32% -11% 50% 44% 40% 31% 13%

This table reports simulated quantities across 50 simulations. For each simulation, we simulate a panel with 4,000 firms. In each
period, a firm can exit the sample exogenously with a 8% probability and it is replace by a new entrant, which chooses initial capital
and cash balances according to Eq. 5. We first simulate the economy using the estimated parameters for the baseline cohort for
350 periods. Then, we simulate a period of length 25 years and let the firms of different industries and cohorts to enter over time
with composition at entry dictated by the quantities in Table 6. The first four columns report the cash-to-asset ratio’s cross-sectional
average, while the last four columns report the average firm-level sales growth rate volatility. Columns (1) and (5) report quantities
calculated using the parameters estimated using SMM. Columns (2) and (6) report quantities from a model in which all parameters
are kept at their estimated values except for q. Columns (3) and (7) report quantities from a model in which all parameters are kept at
their estimated values except for q and the fraction of entrants from industry 1, kept at its baseline value (0.33). Columns (4) and (8)
report quantities from a model in which all parameters are set to their baseline value except for the composition at entry and q. All are
averaged over the 50 simulations.
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Table 9
The role of cash flow volatility

Panel A: Cash flow volatility

Cash-to-asset Sales growth dispersion

Model σ fixed only σ Model σ fixed only σ

(1) (2) (3) (4) (5) (6)

1974-1978 0.071 0.071 0.071 0.176 0.176 0.176

1979-1983 0.090 0.082 0.085 0.192 0.184 0.191

1984-1988 0.096 0.087 0.083 0.215 0.190 0.208

1989-1993 0.104 0.088 0.088 0.228 0.190 0.218

1994-1998 0.105 0.085 0.094 0.244 0.192 0.229

1999-2003 0.127 0.113 0.088 0.254 0.197 0.229

Difference 0.056 0.042 0.017 0.078 0.021 0.053

% Change 78% 59% 24% 44% 12% 30%

Panel B: Selection and cash flow volatility

Cash-to-asset Sales growth dispersion

Model (σ, ω, q) fixed only (σ, ω, q) Model (σ, ω, q) fixed only (σ, ω, q)

(1) (2) (3) (4) (5) (6)

1974-1978 0.071 0.071 0.071 0.176 0.176 0.176

1979-1983 0.090 0.064 0.097 0.192 0.180 0.195

1984-1988 0.096 0.049 0.123 0.215 0.177 0.221

1989-1993 0.104 0.048 0.125 0.228 0.178 0.233

1994-1998 0.105 0.040 0.139 0.244 0.178 0.247

1999-2003 0.127 0.040 0.144 0.254 0.180 0.256

Difference 0.056 -0.031 0.072 0.078 0.004 0.080

% Change 78% -44% 102% 44% 2% 45%

This table reports simulated quantities across 50 simulations. For each simulation, we simulate a panel with 4,000 firms. In each
period, a firm can exit the sample exogenously with a 8% probability and it is replace by a new entrant, which chooses initial capital
and cash balances according to Eq. 5. We first simulate the economy using the estimated parameters for the baseline cohort for
350 periods. Then, we simulate a period of length 25 years and let the firms of different industries and cohorts to enter over time
with composition at entry dictated by the quantities in Table 6. The first three columns report the cash-to-asset ratio’s cross-sectional
average, while the last three columns report the average firm-level sales growth rate volatility. Columns (1) and (4) in both Panel A
and Panel B report quantities calculated using the parameters estimated using SMM. In Panel A, Columns (2) and (5) report quantities
from a model in which all parameters are kept at their estimated values except for σ, while Columns (3) and (6) report quantities from
a model in which all parameters are set to their baseline value except for σ. In Panel B, Columns (2) and (5) report quantities from a
model in which all parameters are kept at their estimated values except for σ, q, and the fraction of entrants from industry 1, kept at
its baseline value (0.33). Columns (3) and (6) in Panel B report quantities from a model in which all parameters are set to their baseline
value except for σ, q, and composition at entry. All are averaged over the 50 simulations.
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Appendix A. Data Description

We use annual Compustat data for the period 1959-2013, excluding financial firms (SIC codes 6000 to 6999) and
regulated industries (SIC codes 4000 to 4999), non-U.S.-incorporated firms, and those not traded on the three major
exchanges: NYSE, AMEX, and NASDAQ (exchange codes 11, 12, and 14).

We want to follow the dynamics of an entering cohort. To this end, we sort firms into seven cohorts using non-
overlapping periods of five years starting with the window 1979-1983. A cohort definition based on a five-year window
is fairly standard in the firm-dynamics literature but not essential to our results. We define an entrant as a firm that
reports a year-end value of the stock price for the first time (item PRCC_C). We normalize the age of an entrant to 1.

A.1. R&D–intensive firms
R&D–intensive firms are firms that belong to an industry (using the three-level-digit SIC code) that has an av-

erage R&D investment–to–assets ratio of at least 2%. We choose 2% as the cut-off level because it is the minimum
R&D–to–asset ratios of the top quintile industries in terms of R&D to assets.

Our R&D–based industry classification is consistent with other classifications used in previous empirical studies.
The seven industries that account for the bulk of R&D–intensive entrants are the same industries Brown et al. (2009)
use to identify the high–tech sector. In addition, our broadly defined R&D–intensive sector contains all the industries
classified as “Internet and Technology Firms” by Loughran and Ritter (2004), with the exception of Telephone Equipment
(SIC 481), which we exclude by construction because it belongs to a regulated industry.21

A.2. Moments calculations
We calculate 13 moments from 4 accounting ratios: cash-to-assets, sales growth rate, investment-to-assets, and

equity issuance-to-assets. The cash-to-assets ratio is cash and cash equivalents (Compustat item che) divided by total
assets (item at). To calculate a firm’s sales growth rate, we first eliminate the effect of inflation and aggregate growth
by dividing a firm’s sales (item sale) at time t by the corresponding time t level of nominal GDP, we call this scaled
variable rsale. Then, we define the real sales growth rate between time t− 1 and t as ∆rsalet =

rsalet−rsalet−1
0.5rsalet−10.5rsalet−1

. The
investment-to-asset ratio is the difference in net property, plant, and equipment (item ppent) between two consecutive
periods divided by total assets (item at). The equity issuance-to-assets ratio is sale of common and preferred stock (item
sstk) divided by total assets (item at).22 Table A.2.1 reports the accounting ratios in the data and their counterparts in
the model.

Table A.2.1
Quantities: Model vs. data

model data

cash-to-asset ct/(ct + kt) chet/att

sales growth yt−yt−1
0.5yt+0.5yt−1

rsalet−rsalet−1
0.5rsalet+0.5rsalet−1

investment-to-asset xt+1/(ct + kt) (ppentt+1 − ppentt)/att

equity-to-assets
dt1[dt≤0]
(ct+kt)

sstkt
at

21Differently from Bates et al. (2009), we do not to follow the classification in Loughran and Ritter (2004) because it excludes one
of the most relevant R&D–intensive industries (Drugs, SIC 283) from the R&D–intensive sector. We obtain very similar results if we
narrow our definition down to using the seven specific industries that account for the bulk of R&D–intensive entrants: Computer and
Data Processing Services (SIC 737, 26% of total entrants), Drugs (SIC 283, 15%), Medical Instruments and Supplies (SIC 384, 9%),
Electronic Components and Accessories (SIC 367, 8%), Computer and Office Equipment (SIC 357, 7%), Measuring and Controlling
Devices (SIC 382, 5%), and Communications Equipment (SIC 366, 5%).

22To focus only on equity issuances for financing purposes (as opposed e.g., to for compensation purpose), we follow McKeon
(2013) and only consider equity issues with proceeds exceeding 3% of the firm’s market equity value. The latter quantity is defined as
common shares outstanding (item csho) times market price at the calendar year end (item prcc_c).
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To calculate the 13 moments used in the estimation, we rely on balanced panels of firms of length 10 years across
different cohorts and industries. Each firm in the panel has 10 consecutive years of observations on total assets (item
at), cash and cash equivalents (item che), sales (item sale), net property, plant, and equipment (item ppent), sale of
common and preferred stock (item sstk), common shares outstanding (item csho), and market price at the calendar year
end (item prcc_c). For each panel, we calculate the following moments:

• Average cash holdings at entry: the average value of the cash-to-asset ratio for companies of age 1 (i.e., for the
first year a company reports a value for the market price at the calendar year end (item prcc_c))

• Average change in cash holdings: the average of the firm-level difference between the cash-to-asset ratio at age
10 and the cash-to-asset at age 1 (i.e., at entry).

• Volatility of cash holdings: the average of the firm-level cash-to-asset ratio’s standard deviation calculated using
data from age 1 to age 10.

• Autocorrelation of cash holdings: the average of the firm-level cash-to-asset ratio’s autocorrelation calculated
using 10 years of data. The autocorrelation coefficient is the coefficient β in the linear regression chei,t

ati,t
= α +

β
chei,t−1
ati,t−1

+ εi,t.

• Average issue size at year 10: the average equity issuance-to-asset calculated at age 10.

• Mean sales growth at 2: the average sales growth rate of firms of age 2.

• Volatility of sales growth at entry: the cross-sectional dispersion in firm-level growth rates among firms of age 2.

• Average change in sales growth: the average of the firm-level difference between the sales growth rate at age 10
and the sales growth rate at age 2.

• Volatility of sales growth: the average of the firm-level sales growth rate’s standard deviation calculated using
10 years of data.

• Autocorrelation of sales growth: the average of the firm-level sales growth rate’s autocorrelation calculated
using 9 years of data. The autocorrelation coefficient is the coefficient β in the linear regression ∆rsalei,t =
α + β∆rsalei,t−1 + εi,t.

• Average investment rate at entry: the average value of the investment-to-asset ratio at age 1.

• Average change in investment rate: the average of the firm-level difference between the investment-to-asset ratio
at age 10 and the investment-to-asset ratio at age 2.

• Volatility of investment rate: the average of the firm-level investment-to-asset ratio’s standard deviation calcu-
lated using 10 years of data.

All quantities are winsorized at the top and bottom 1%.

Appendix B. Supplemental Empirical Results

B.1. Selection effect versus within effect
Table B.1.1 reports the contribution of the selection effect and of the within change on a year–by–year basis for the

period 1979–2012. For each year, we report both the change and the cumulative change in average cash holdings
due to incumbents (within change) and the change in average cash holdings due to the selection effect. The latter
quantity is split between the selection effect generated by R&D–intensive firms and the selection effect generated by
non-R&D–intensive firms. The average cash holdings equal 0.087 in 1978 and 0.238 in 2012, an increase of 0.151. We
can decompose the actual increase in the contribution of the within change and the contribution of the selection effect. The
within-change contribution is -0.190, whereas the overall contribution of the selection effect is 0.342.

In Table B.1.2 we decompose the cash trend at the three-digit SIC code industry level. The two sectors that play
a key role in determining the selection effect are Drugs (SIC 283) and Computer and Data Processing Services (SIC
737). On their own, they explain around 50% of the overall selection effect, whereas the remaining five R&D–intensive
sectors identified by Brown et al. (2009) account for 25%. When we consider all the industries, the R&D–intensive sector
accounts for the bulk (82%) of the selection effect.
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Table B.1.1
Cash-Change Decomposition

Change Cumulative Change Average
Year Within R&D Non-R&D Total Within R&D Non-R&D Total All firms
1979 -0.006 0.003 0.000 -0.003 -0.006 0.003 0.000 -0.003 0.088
1980 0.001 0.004 0.001 0.006 -0.006 0.007 0.001 0.002 0.107
1981 0.004 0.011 0.004 0.019 -0.002 0.018 0.005 0.021 0.113
1982 -0.002 0.007 0.001 0.006 -0.004 0.024 0.006 0.027 0.152
1983 0.013 0.019 0.008 0.040 0.009 0.044 0.014 0.067 0.143
1984 -0.027 0.015 0.002 -0.010 -0.018 0.059 0.016 0.057 0.137
1985 -0.012 0.003 0.003 -0.006 -0.030 0.062 0.019 0.051 0.154
1986 -0.002 0.014 0.005 0.017 -0.032 0.076 0.024 0.068 0.156
1987 -0.012 0.011 0.003 0.002 -0.044 0.087 0.027 0.070 0.143
1988 -0.018 0.003 0.002 -0.01d3 -0.062 0.090 0.029 0.057 0.141
1989 -0.004 0.003 -0.001 -0.002 -0.067 0.094 0.028 0.055 0.144
1990 -0.009 0.010 0.001 0.003 -0.076 0.104 0.030 0.058 0.166
1991 -0.003 0.020 0.004 0.022 -0.079 0.125 0.034 0.080 0.173
1992 -0.019 0.021 0.006 0.008 -0.098 0.146 0.040 0.088 0.179
1993 -0.023 0.022 0.006 0.006 -0.121 0.168 0.046 0.093 0.166
1994 -0.030 0.012 0.005 -0.013 -0.151 0.180 0.051 0.080 0.176
1995 -0.016 0.020 0.005 0.010 -0.166 0.200 0.056 0.090 0.204
1996 -0.014 0.035 0.007 0.029 -0.180 0.236 0.063 0.118 0.208
1997 -0.014 0.013 0.004 0.004 -0.194 0.249 0.067 0.122 0.198
1998 -0.010 0.001 0.000 -0.009 -0.204 0.249 0.067 0.113 0.210
1999 -0.007 0.019 0.000 0.012 -0.211 0.269 0.067 0.125 0.229
2000 -0.007 0.026 0.000 0.019 -0.218 0.294 0.068 0.144 0.236
2001 0.011 -0.004 -0.001 0.006 -0.207 0.291 0.066 0.150 0.235
2002 0.008 -0.007 -0.001 0.000 -0.199 0.284 0.065 0.150 0.248
2003 0.019 -0.006 -0.001 0.012 -0.180 0.277 0.064 0.162 0.257
2004 0.000 0.008 0.002 0.009 -0.180 0.285 0.066 0.171 0.257
2005 -0.002 0.001 0.001 0.000 -0.182 0.286 0.067 0.171 0.253
2006 -0.005 0.000 0.002 -0.003 -0.187 0.286 0.068 0.167 0.252
2007 -0.005 0.003 0.001 -0.001 -0.192 0.289 0.069 0.166 0.227
2008 -0.015 -0.009 -0.001 -0.025 -0.207 0.280 0.068 0.141 0.245
2009 0.026 -0.008 0.000 0.018 -0.181 0.272 0.068 0.159 0.251
2010 0.007 0.001 -0.002 0.006 -0.174 0.273 0.066 0.165 0.242
2011 -0.009 0.002 -0.002 -0.009 -0.183 0.275 0.065 0.156 0.237
2012 -0.007 0.004 -0.002 -0.005 -0.190 0.279 0.063 0.151 0.238

This table reports the year-by-year decomposition of the cash-to-assets ratio over the period 1979–2012. We report both the yearly
change and the cumulative change. The column wihin reports the contribution of incumbent firms. The column R&D reports the
contribution of R&D–intensive net entrants. The column Non–R&D reports the contribution of non–R&D–intensive net entrants. The
last column reports the average cash–to–assets ratio.
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Table B.1.2
Selection Effect by Sectors

Industries Selection Effect Percentage

Drugs (SIC 283) 0.087 25.24%
Computer and Data Processing Services (SIC 737) 0.077 22.51%
Medical Instruments and Supplies (SIC 384) 0.033 9.52%
Electronic Components and Accessories (SIC 367) 0.021 6.06%
Computer and Office Equipment (SIC 357) 0.015 4.52%
Measuring and Controlling Devices (SIC 382) 0.010 2.92%
Communications Equipment (SIC 366) 0.009 2.71%
Other R&D–intensive industries 0.028 8.16%

R&D– Intensive Sector 0.280 81.63%
Non-R&D Intensive Sector 0.063 18.37%

Selection Effect 0.343 100.00%

This table reports the contribution of different R&D–intensive industries to the selection effect. The results are derived performing the
following selection-effect decomposition:

∑
i

(NEi
t

Nt
CHEi

t −
NXi

t−1
Nt−1

CHXi
t−1

)
,

where i={Drugs; Computer and Data Processing Services; Medical Instruments and Supplies; Electronic Components and Accessories;
Computer and Office Equipment; Communications Equipment; Measuring and Controlling Devices; Other R&D-intensive industries;
nonR&D intensive sector}. The reported number is cumulative changes over the period 1979-2013.
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B.2. Value-weighted results
Table B.2.1 presents the same decomposition exercise as above but with the value-weighted instead of the equally

weighted cash–to–assets ratio. In this case, we decompose the change in the value-weighted cash–to–assets ratio be-
tween time t− 1 and t as

∆CHVW
t =

It

∑
i=1

(wi,tCHi,t − wi,t−1CHi,t−1)︸ ︷︷ ︸
within change

+
Et

∑
j=1

wj,tCHj,t −
Xt−1

∑
k=1

wk,t−1CHk,t−1︸ ︷︷ ︸
selection effect

,

where the first term is the change in average cash holdings due to incumbents (within change), and the second term is
the change in average cash holdings due to the selection effect. It denotes the number of incumbents in the sample
between time t− 1 and t, Et denotes the number of entrants in the sample at time t, and Xt−1 denotes the number of
firms that exit the sample at the end of time t− 1. The weight is given by the value of the firm at time t over the total
value of the firms in the sample at time t. We measure the firm’s value as the sum of total liabilities (Compustat item
LT) and market value of equity, which is calculated as the product of the number of shares outstanding (Compustat
item CSHO) times the price per share (Compustat item PRCC_C).

As in the equally weighted case, R&D–intensive entrants play a key role in shaping the time-series evolution of
the value-weighted cash–to–assets ratio. However, value weighting sheds a different light on the phenomenon itself.
When we consider all the firms in the sample, the within effect and the selection effect due to R&D–intensive entrants
have roughly the same importance in explaining how the value-weighted cash-to-assets ratio evolves over time. This is
driven by firms in the top 1% of the size distribution. Excluding these firms from the sample makes the selection effect
the most important driving force. The top 1% of firms are large multinationals for whom cash holdings are largely
dominated by tax consideration of international income (see Foley et al. (2007)).

B.3. Exit margin
Fig. B.3 compares the average cash holdings of entering and exiting firms in our sample. The data show that exitors

hold almost the same cash ratio as the average firm over time, supporting the assumption of an exogenous and i.i.d.
exit process used in the model.
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Fig. B.3. Average cash–to–assets ratio at entry and at exit of US listed firms
This figure reports the average cash–to–assets ratio at entry (solid dotted red line) versus at exit (dashed-dotted blue line) as well as
the average cash–to–asset ratio of the sample (solid black line). We group firms into cohorts of five years starting with the cohort
1964-1968 and ending with the cohort 2009-2013.
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Table B.2.1
Value-Weighted Cash Change Decomposition

All Firms Excluding Top 1% Excluding Top 5%
Year CH Within Select. Select. CH Within Select. Select. CH Within Select. Select.

R&D No-R&D R&D No-R&D R&D No-R&D
1979 0.08 0.00 0.00 0.00 0.07 0.00 0.00 0.00 0.07 0.00 0.00 0.00
1980 0.07 -0.01 0.00 0.00 0.07 0.00 0.00 0.00 0.07 0.01 0.00 0.00
1981 0.07 -0.01 0.00 0.00 0.07 0.00 0.00 0.00 0.08 0.01 0.00 -0.01
1982 0.07 -0.01 0.00 0.00 0.08 0.01 0.00 0.00 0.08 0.02 0.01 -0.01
1983 0.09 0.01 0.01 0.00 0.11 0.03 0.01 0.00 0.12 0.04 0.02 -0.01
1984 0.08 0.00 0.01 -0.01 0.09 0.01 0.01 -0.01 0.11 0.03 0.02 -0.01
1985 0.08 0.00 0.00 -0.01 0.09 0.01 0.01 -0.01 0.11 0.03 0.02 -0.01
1986 0.09 0.01 0.01 -0.01 0.09 0.02 0.01 -0.01 0.12 0.04 0.02 -0.01
1987 0.09 0.01 0.01 -0.01 0.09 0.02 0.01 -0.01 0.12 0.03 0.03 -0.01
1988 0.07 -0.01 0.01 -0.01 0.08 0.00 0.01 -0.01 0.10 0.02 0.03 -0.01
1989 0.07 -0.01 0.00 -0.01 0.08 0.00 0.00 -0.01 0.10 0.02 0.02 -0.01
1990 0.07 -0.01 0.01 -0.01 0.08 0.00 0.01 -0.01 0.10 0.02 0.02 -0.01
1991 0.08 -0.01 0.01 -0.01 0.10 0.02 0.01 -0.01 0.13 0.04 0.03 -0.01
1992 0.08 0.00 0.01 -0.01 0.10 0.02 0.01 -0.01 0.12 0.03 0.03 -0.01
1993 0.08 -0.01 0.01 0.00 0.10 0.01 0.02 0.00 0.12 0.03 0.04 -0.01
1994 0.08 -0.01 0.01 0.00 0.09 0.01 0.01 0.00 0.11 0.01 0.04 -0.01
1995 0.09 0.00 0.01 0.00 0.10 0.01 0.01 0.00 0.13 0.02 0.05 0.00
1996 0.10 0.00 0.02 0.00 0.10 0.01 0.02 0.00 0.14 0.01 0.06 0.00
1997 0.11 0.01 0.02 0.00 0.10 0.01 0.02 0.00 0.13 0.00 0.06 0.00
1998 0.12 0.02 0.02 0.00 0.11 0.01 0.02 0.00 0.13 0.00 0.06 0.00
1999 0.17 0.05 0.04 0.00 0.19 0.05 0.06 0.00 0.21 0.03 0.11 0.00
2000 0.17 0.04 0.05 0.00 0.17 0.02 0.08 0.00 0.20 -0.01 0.14 0.00
2001 0.16 0.03 0.05 0.00 0.15 0.00 0.08 0.00 0.18 -0.02 0.13 0.00
2002 0.14 0.02 0.05 0.00 0.13 -0.02 0.08 0.00 0.15 -0.05 0.13 0.00
2003 0.16 0.04 0.04 0.00 0.16 0.01 0.08 0.00 0.17 -0.02 0.13 0.00
2004 0.18 0.05 0.05 0.00 0.16 0.01 0.08 0.00 0.17 -0.03 0.13 0.00
2005 0.18 0.05 0.05 0.00 0.16 0.02 0.07 0.00 0.17 -0.03 0.13 0.00
2006 0.16 0.04 0.04 0.00 0.15 0.01 0.07 0.00 0.16 -0.03 0.12 0.00
2007 0.16 0.04 0.04 -0.01 0.14 0.00 0.07 0.00 0.16 -0.03 0.12 0.00
2008 0.14 0.02 0.04 0.00 0.13 -0.01 0.06 0.00 0.14 -0.05 0.12 0.00
2009 0.17 0.05 0.04 0.00 0.15 0.02 0.06 0.00 0.17 -0.02 0.12 0.00
2010 0.17 0.05 0.04 0.00 0.16 0.03 0.06 0.00 0.18 -0.01 0.12 0.00
2011 0.17 0.05 0.04 0.00 0.16 0.03 0.06 0.00 0.17 -0.02 0.12 0.00
2012 0.16 0.04 0.04 0.00 0.15 0.02 0.07 -0.01 0.16 -0.03 0.12 0.00

0.08 48% 57% -5% 0.08 20% 87% -7% 0.09 -29% 131% -2%

This table reports the year-by-year decomposition of the value-weighted cash-to-assets ratio over the period 1979–2012. We perform
the decomposition using (i) all the firms in the sample, (ii) excluding firm in the top 1% of the size distribution, and (iii) excluding firm
in the top 5% of the size distribution. For each sample, we report the value-weighted cash-to-asset ratio (Column CH), the cumulative
change due to incumbent firms (Column Within), the cumulative selection effect due to R&D-intensive firms (Column Select. R&D),
and the cumulative selection effect due to Non-R&D-intensive firms (Column Select. No-R&D). The last row reports the cumulative
change in the value-weighted cash-to-assets ratio over the period 1979–2012 and the corresponding contribution (in percentage terms)
of the within and the selection effects.
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B.4. Cash around IPO
Fig. B.4 reports average cash holdings of firms a year prior to the IPO, around IPO, and post IPO. Note that the

trend in cash holdings is present even before firms go public, suggesting a mechanism beyond merely higher cash
holdings through IPO proceeds.
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Fig. B.4. Pre-IPO cash holdings
This figure reports the average cash-to-asset ratio one year before the IPO (Be f ore), the year of the IPO (IPO), and the year after the
IPO (Post) for R&D–intensive firms (left panel) and non R&D–intensive firms (right panel).
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Appendix C. Model’s solution and estimation

C.1. Incumbent and entrant problem
We solve the incumbent problem by value function iteration. We discretize the firm-level shock with 35 grid points

using the method in Rouwenhorst (1995). We discretize both the capital grid and the cash grid using the method in
McGrattan (1999). We choose 50 grid points for capital and 20 grid points for cash. For each iteration of the value
function and for each choice of next period capital stock (k′), we calculate the optimal cash policy (c′) via a golden-
search algorithm. We calculate the optimal capital choice k′ and the corresponding optimal retention policy c′ for each

possible state (k, c, z). We keep iterating on the value function until
∣∣∣Vn(k,c,z)−Vn−1(k,c,z)

Vn−1(k,c,z)

∣∣∣ < 0.00001 , where n is the

iteration number.23

We solve the entrant problem by value function iteration. We discretize the signal space using 100 grid points over
the interval [q,+∞] and draw entrants from this interval using a discrete version of the Pareto distribution with lower
bound q and shape parameter ξ.

C.2. SMM
We use Simulated Method of Moments to estimate then estimate the 8 parameters: the returns to scale parameter

α, the convex adjustment cost parameter η, the persistence of the TFPR process ρ and its volatility σ, the cost of accu-
mulating cash ν, the fixed equity issuance cost fe govern, the lower bound q and the shape parameter ξ of the Pareto
distribution. The estimation follows the steps below

• For a given parameter vector θ = {α, η, ρ, σ, ν, fe, q, ξ} of dimension P, we use the optimal investment and financ-
ing policies for incumbents and entrants to simulate K times a balanced panel of N firms of length 10 years. N
is the actual the number of firms in each of the various cohorts, while K is set equal to 50. We keep the set of
exogenous shocks the same across the K simulations to avoid simulation noise.

• For each set of parameters, we use the simulated data yi,k(θ) to calculate a set of M=13 simulated moments
h(yi,k(θ)) that are useful in identifying our structural parameters. The set of simulated moments is the artificial
analogous of the set of data moments h(xi), where xi is a data vector of dimension N.

• The simulated method of moments estimator θ̂ is the solution to the following minimization problem:

θ̂ = arg min
θ

Q(θ, n) ≡ g(x, θ)′Ŵg(x, θ), (C.1)

where g(x, θ) is a sample moment vector of dimension M× 1 such that

g(xit, θ) =
1
N

N

∑
i=1

[
h(xi)−

1
K

K

∑
k=1

yi,k(θ)

]
, (C.2)

and Ŵ is a positive definite M × P weighting matrix that converges in probability to a deterministic positive
definite matrix W. We use a standard simulating annealing technique to find θ̂. 24

• We calculate the weighting matrix Ŵ using the influence function approach in Erickson and Whited (2002).
Specifically, we calculate the influence function for each of the M moments and then we covary the influence
functions (summing over i = 1, ..., N) to obtain an estimate of h(xi)’s variance-covariance matrix Ω̂. In the
minimization problem, we set Ŵ equal to the diagonal of the inverse of the variance-covariance matrix Ω̂. In this
way, we put least weight on the moments that are estimated with the least precision.25

• After finding θ̂, we derive its standard errors using its asymptotic distribution:

avar(θ̂) =

(
1 +

1
K

)
[GWG′]−1[GWΩWG′][GWG′]−1, (C.3)

23Note that the optimal cash policy c′ can be outside the grid used to approximate the corresponding state for the value function.
When we simulate the model, we randomly assign an optimal cash policy c′ to a grid point for cash using the following probabilities:

with probability 1− c′−ci−1
ci−1

the assigned gridpoint is ci−1, while with probability c′−ci−1
ci−1

the assigned gridpoint is ci . ci−1 and ci are
two consecutive gridpoints such that c′ ∈ [ci−1; ci ].

24We use the Fortran 90 version prepared by Alan Miller, the code can be downloaded at https://jblevins.org/mirror/amiller/
simann.f90

25See Bazdresch et al. (2018) for a discussion and comparison of the finite sample properties of different weighting matrix choices.
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where G ≡ ∂g(xit, θ)/∂θ. We calculate the numerical derivative using

∂g(xit, θ)/∂θ ≈ g(xit, θ + ε)− g(xit, θ − ε)

2ε
. (C.4)

Note that W is not the the diagonal of the inverse of the variance-covariance matrix Ω̂. Instead we set W equal
to the inverse of Ω̂.
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