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Abstract

We use analyst earnings forecasts to extract cost of capital measures for banks.
Both the cost of equity and debt capital are decreasing in the tier 1 ratio,
whereas total cost of capital is independent of the tier 1 ratio. Our findings
suggest that investors adjust their expectations in accordance with the conser-
vation of risk principle (Modigliani and Miller, 1958), also around episodes of
equity issuances. Extrapolating from our results; a 10 pp increase in the tier
1 ratio is associated with a 2-8 bps increase in customer borrowing rates due
to a loss of tax shield. Finally, we find that increased deposits and off-balance
sheet liabilities tend to lower total cost of capital.
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1 Introduction

The costs and benefits of banking regulation are continuously debated. A key issue
is if loss absorbing capital in form of equity is expensive for the banks. If equity
funding is indeed expensive, then increased capital requirements comes at a cost for
the banks. The main theoretical argument for why equity funding might not be
expensive is the conservation of risk principle from |[Modigliani and Miller| (1958)).
Our main contribution is to show empirically that investors do adjust their return
expectations for banks in accordance with the conservation of risk principle.

We use analyst earnings forecasts to extract cost of capital measures for banks[l]
These measures can be regarded as market expectations (see e.g [So| (2013))) and
performs well when comparing expected and realized returns. Using these measures,
we show that the cost of equity and debt capital are decreasing in the tier 1 ratio.
Hence, banks with higher levels of the tier 1 ratio also tends to have lower expected
equity returns consistent with the conservation of risk principle. According to the
principle, higher levels of equity should decrease the riskiness of equity and debt but
maintain the overall level of risk within the bank. We verify this by looking at the
total cost of capital, which is defined as the portfolio-weighted average of the cost of
equity and debt. We find that the total cost of capital is independent of the tier 1
ratio but can be explained by the asset risk of the bank.

Prior studies have used the capital asset pricing model to estimate the cost of
equity capital (see e.g. [Kingl (2009), Miles, Yang, and Marcheggiano (2013]), and
Kashyap, Stein, and Hanson| (2010)). These studies find a partial offset in the cost of

equity capital for banks with higher levels of tier 1 ratios. This means that increasing

1See e.g., |Claus and Thomas| (2001), (Gebhardt, Lee, and Swaminathan| (2001), [Easton (2004),
Ohlson and Juettner-Nauroth/ (2005)).



the tier 1 ratio does reduce the equity risk but not enough to be consistent with
the conservation of risk principle (Modigliani and Miller| (1958) and Miller (1995))).
We deviate from these earlier studies by looking at the total cost of capital and
showing that the total cost of capital is independent of the tier 1 ratio suggesting
a full offset in equity riskiness for higher levels of tier 1 ratios. The capital asset
pricing model approach has also been criticized in Baker and Wurgler| (2015). They
show that bank equity returns exhibit a low risk anomaly with respect to the equity
beta. Hence, a portfolio sort of bank stocks on their equity beta shows that there
is almost no relationship between beta and realized returns. We replicate the same
exercise within our data and also find a strong low risk anomaly with respect to the
equity beta, i.e., low beta stocks realize the same average return as high beta stocks.
However, when we sort on the expected return based on analyst earnings forecast, we
find that investors are able to distinguish between low return banks and high return
banks. By looking directly at the cost of capital implied by analyst earnings forecasts,
we abstract from defining the exact relationship between risk and returns as has been
done in earlier studies and we instead take the outcome of the investors’ implicit risk
and return modelling as given.

Furthermore, we deviate from earlier papers in two additional ways. First, we use
a bank specific cost of debt capital. Second, we control for the bank’s individual level
of asset risk. The main approach in earlier papers have been to assume that bank debt
is risk free and that it therefore is expected to earn the risk free rate. By assuming a
risk free rate for bank debt, the prior papers by assumption get that the conservation
of risk principle cannot hold for banks, because according to the principle the cost of
debt capital should be increasing in the leverage of the bank. We use realized interest
expenses to derive a measure of the debt cost of capital and show that this measure

is lower for banks with higher tier 1 ratios. This finding suggest that banks do get



a discount on their borrowing rates when they have higher tier 1 ratios. The finding
is consistent with banks wanting to obtain good ratings before getting funding from
debt markets. In addition to a bank specific measure of debt costs, we also control for
differences in the asset risk between banks. Performing a portfolio sort on the tier 1
ratio, results in the same low risk anomaly as in Baker and Wurgler| (2015). However,
two banks could have the same leverage ratios but different business models resulting
in different levels of asset risk. The negative relationship between leverage and equity
returns predicted by the conservation of risk principle is thus conditional on the level
of asset risk.

The tier 1 ratio is given as the total tier 1 capital to risk weighted assets. |Admati
and Hellwig| (2013)) argue that this measure might be subject to manipulation by
the banks. Our results suggest that investors do differentiate banks based on the
tier 1 ratio and that they therefore do put some confidence into the measure. As a
robustness test, we show that using the total tier 1 capital to total assets, i.e., the
book leverage ratio, or using the CET1 ratio gives similar results. We also hand-
collect capital requirements for each bank in our sample as given in their financial
statements. Using these capital requirements, we calculate the distance to the capital
requirement, i.e., the size of the buffer, and show that we can obtain similar results
by using the buffer size instead of the raw ratio. However, because there is very little
cross-sectional variation in the capital requirements, we cannot distinguish the effect
of the raw ratio from the buffer size as they are very highly correlated.

Our sample includes all US banks over the period from 1993-2016 and covers a
total of 1,758 banks. Most of these banks rely heavily on deposit funding. We find
that banks with higher levels of deposit funding have lower total cost of capital. This
suggest that deposit funding can be considered cheap funding from the perspective of

the bank. We show that the effect is primarily driven by demand deposits as opposed



to time deposits. For demand deposits, depositors seem to be willing to accept a low
deposit rate consistent with depositors valuing the liquidity service provided by the
bank (see e.g. |Allen, Carletti, and Marquez| (2015) and DeAnglo and Stulz (2015))).
However, we also find larger amounts of insured time deposits lower the total cost
of capital indicating that depositor insurance have an effect on the banks funding
rates. Another source of cheap funding for the banks is off-balance sheet liabilities.
Higher levels of off-balance sheet liabilities tend to lower the total cost of capital
while increasing the cost of equity capital. From the perspective of equity holders off-
balance sheet liabilities are essentially debt (Borio, MacCauley, and McGuire, (2017))),
which need to be serviced before equity. It is primarily larger banks which engage in
off-balance sheet activities but we find no difference in general between large and small
banks. Investors adjust their return expectations in accordance with the conservation
of risk principle for both large and small banks.

Our results can be seen as a form of equilibrium description of capital costs in the
sense that on average investors adjust their expected return in accordance with the
conservation of risk principle. In order to get more insights into the effect of a change
in capital requirements, we look at instances of equity issuance as in Baron (2019)
and link them to changes in capital requirements. If equity is expensive and banks
issuing equity is subject to a lemons effect as in the pecking order theory (Jensen and
Meckling| (1976))) then we should expect to see an increase in the total cost of capital
after an equity issuance. However, on average we find a statistically insignificant and
negative effect on the total cost of capital when a bank issue equity. These results
are thus inconsistent with equity funding being expensive but still consistent with
the conservation of risk principle. Conditioning specifically at issuances following an
increase in capital requirements, we find the same results that issuing equity does

not result in an increased cost of capital. The issuance of equity after an increase



in capital requirements should not be subject to asymmetric information because all
parties know that the issuance is in response to the higher capital requirements. We
do, however, find that the total cost of capital temporarily increases following an
increase in capital requirements. All else equal, higher capital requirements decrease
the distance to the capital requirement and increase the risk that the bank will be
sanctioned by regulators. The effect on the total cost of capital vanishes after ap-
proximately 6 months. This is likely a result of the banks responding to the increase
in requirements by either issuing additional equity or by reducing their risk weighted
assets, which in turn increase their tier 1 ratio (see e.g. [Kovner and van Tassel| (2019)
and |Favara, Ivanov, and Rezende| (2019)).

When we find that the total cost of capital is independent of the leverage ratio,
it is from the perspective of an investor holding all the equity and debt issued by the
firm. This investor would not change the required rate of return on the combined
portfolio because of the risk conservation. However, reducing the leverage will affect
how the bank can obtain the investor’s required rate of return. Specifically, the bank
will lose part of their tax shield and has to find another way of making up for this loss.
The standard assumption in the related literature is to assume that the loss of tax
shield will be cancelled out by an equally large increase in customer borrowing rates.
This exercise would leave the weighted average cost of capital (WACC) for the bank
unchanged. Extrapolating from our results, we show that a 10 pp increase in the tier
1 ratio would therefore increase customer borrowing rates by 2-8 bps. This number
is far smaller than the corresponding number found in [Kashyap, Stein, and Hanson
(2010) and |Baker and Wurgler| (2015), which goes as high as a 90 bps increase. The
result is also highly dependent upon the general interest rate level and is currently in
the low range according to our regression results.

Our methodology separates the expected performance of the bank from the value



of the bank. This separation is also done in, e.g., [Baker and Wurgler| (2015]). Hence,
when we evaluate if equity funding is expensive it is specifically in terms of expected
returns. Equity funding might be expensive for banks in some other way, which
is not captured by investors’ return expectations. However, our paper provides a
valuable input to the current debate by showing that a few changes in the assumptions
underlying earlier studies reverse previous conclusions regarding the conservation of

risk principle and the low risk anomaly for banks.

2 Estimating expected returns

In order to assess the impact of differences in bank equity capital, we study the rela-
tionship between expected returns and leverage for banks. Expected returns should
reflect how risky investors consider a bank to be. A positive difference in perceived
risk should translate into a higher expected return, which would require the bank to
earn a higher return on its capital to satisfy investors.

In this section, we describe how expected returns on equity, debt, and the to-
tal capital are estimated empirically. Throughout the paper, we will use the terms

expected returns, required returns, and cost of capital interchangeably.

2.1 Data

We collect quarterly accounting data from Compustat for all US banks for the period
1984-2016. Regulatory capital ratios are only available as of the fiscal year 1993 but we
will need to calculate 10-year average returns on equity for the banking industry, which
is why we start the sampling period earlier. We identify bank companies in Compustat
in the same way as in [Fama and French (1997) and Baker and Wurgler| (2015) using

the 4-digit SIC code for banks and also including bank holding companies (based on



the 3-digit SIC code). We augment the accounting data with monthly stock returns
and the value-weighted stock market return both from CRSP. For robustness and
depth we also collect capital ratios from the Bank Regulatory database in the years
1996-2014. To get a full sample of this data, we manually collect any missing data
from the quarterly and annual reports for all of the banks in our sample. From the
same reports we also collect the required amount of capital for each bank as demanded
by regulators, i.e. the individual bank’s various capital requirements. Finally, we add
analyst earnings forecasts and long-term growth forecasts from IBES and combine it
all into our final dataset ]

In our main analysis we use median values of analyst earnings estimates to mitigate
the impact of outliersﬂ We perform our estimations by combining the IBES data
available at the first trading day of each month starting in 1994 with the most recently
available accounting data. That is, we use the most recently known values from IBES
and the most recently known accounting data from Compustat in any given month
for any given bank. From Compustat we use the public release date of every quarterly
report and align these dates with our IBES dates. To illustrate, assume that bank X
released a quarterly financial report on the 5th of January and will be releasing new
accounting information on the 5th of April. Assume further that the first trading
day of April happens on the 1st of April. In this case, we will estimate the cost
of capital on the 1st of April using the most recent publicly available accounting
information, that is, the one released on the 5th on January. Once we estimate the
cost of capital on the first trading day of May, we will then be using the accounting

information as of the 5th of April. For each bank regardless of how their fiscal year

2Table in the internet appendix lists the accounting variables and their names in Compustat.
Furthermore, the table also lists variables from CRSP, IBES and other data sources.

3We have also conducted the analysis using means instead of medians and the results are both
qualitatively and quantitatively unchanged.



runs we will always be using the most up to date publicly available accounting and
price data. Using this approach, we avoid making simplistic assumptions as to when
financial reports are known and we mimic the information available to analysts and
other market participants.

We construct all per share variables for the Compustat data by dividing it with
the outstanding shares as reported from IBES. We use IBES shares as the common
denominator since earnings forecasts reported in IBES are on a per share basis with
the IBES shares as the denominator. This ensures that all of our variables are com-
parable.

We end up with 1,758 US banks over the years 1993-2016, where the binding
constraint is that the banks need to have analyst earnings forecasts in IBES. Finally,
we retrieve all of the supporting financial transactions between the US government
and US banks following the 2008 financial crisis from the website Propublica. We
retrieve both the purchases of individual banks’ equity by the US government and
the refunds paid from the banks to the government. We collect this information, if
relevant, for all of the banks in our sample who existed in either 2008 or 2009. During
the turmoil of the 2008 financial crisis, many banks did receive government support,

and we only collect the direct support to individual banks.

2.2 Expected return on equity capital

We estimate the expected return on equity following established methods from the
accounting literature (see Mohanram and Gode| (2013)). In the accounting literature
the expected equity return is usually called the implied-cost-of-capital (ICC). This
measure has also been used previously in the finance literature, see e.g., Pastor, Sinha,

and Swaminathan| (2008)) and Chava (2014). Most models of the ICC are constructed



using the same basic setup, see e.g., |Claus and Thomas (2001), Gebhardt, Lee, and|

‘Swaminathan| (2001)), [Easton| (2004, Ohlson and Juettner-Nauroth| (2005). The ICC

is found as the discount rate solving a dividend discount type expression:

(e o]

E¢[D; t4n)
P, = S L Nt R 1
nt Z (1+ICC;,)" (1)

n=1

where P;; is the market price of equity and D; ;. is the future cash flows (dividends)
of bank ¢ at time ¢.
A common approach for getting a robust estimate is to compute the ICC using

several different methods and then taking the equally-weighted average across them.

Mohanram and Gode| (2013) show that averaging across several models yields more

accurate estimates with lower measurement errors of the realized returns. The main
estimate of expected returns on equity capital in this study is therefore an equally-

weighted average of the four most commonly used ICC measuresﬁ which are those of

(Claus and Thomas| (2001)), Gebhardt, Lee, and Swaminathan (2001)), Easton (2004)

and (Ohlson and Juettner-Nauroth| (2005).

Since the ICC approach utilizes information from analysts, potential biases in
analyst estimates will have a direct impact on the estimates of the ICC. To solve
this problem two approaches has been proposed in the literature. One approach is

to adjust the earnings forecasts by the predictable errors made by analysts, see e.g.,

Easton and Sommers| (2007)) and [Mohanram and Gode| (2013)). The other approach is

to forecast earnings directly using a forecasting model as done in [Hou, van Dijk, and|

(2012)). The latter approach supposedly has two advantages. First, it allows

one to obtain earnings estimates, and ultimately ICC estimates, for banks that are

not covered by financial analysts, and, second, it avoids biases embedded in analyst

4We give a detailed description of the estimation procedure for each measure in the appendix.
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estimates. Even though both of these methods have shown some (sparsely) success
in reducing biases in the ICC, the important question for our analysis is if the ICCs
derived in this fashion better reflect investors’ ex-ante expectations. [So| (2013]) uses
an earnings forecast model very similar to the one from |[Hou, van Dijk, and Zhang
(2012), and finds that investors rely heavily on analyst expectations when forming
their own expectations about firm performance. In fact, investors rely so heavily on
analyst estimates that it is possible to make a trading strategy buying or shorting
those stocks that show a large discrepancy between the model forecasts and analyst
estimates (So, [2013). This indicates that the unadjusted ICC estimates do reflect
ex-ante market expectations (even if the estimates are biased).

The monthly distribution of the ICC estimates for equity is shown in Figure[ljand
in Table [II The mean cost of equity capital has been slightly decreasing over time
starting at around 12% and ending at around 8% in 2016 which is natural considering
the development in interest rates over the same period.

The ICC method for estimating the equity cost of capital deviates from prior
studies on the cost of capital for banks. King (2009)), [Miles, Yang, and Marcheggiano
(2013), Cline (2015)), and Kovner and van Tassel (2019) all use the CAPM when
estimating the expected return. Baker and Wurgler| (2015) show that if the stock
beta is the appropriate risk measure then bank stocks exhibit a low risk anomaly.
This result indicates that the CAPM cannot be used to calculate the equity cost of
capital for banks. With the low risk anomaly from [Baker and Wurgler (2015) there is
essentially no connection between the beta risk measure and realized equity returns.
In Table 2| we compare the performance of the ICC measure against the approach
from Baker and Wurgler| (2015). We form bank stock portfolios pre-ranked on either

ICC, forward betaﬂ as in |Baker and Wurgler| (2015)), or the tier 1 capital ratio. Each

5The forward beta is calculated using realized returns over the next 24-60 months.
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month stocks are sorted into quintiles based on one of these measures. The stocks are
then held in the portfolio for 12 months. Next month new portfolios are formed again,
and these portfolios are held together with those formed in the previous months, so
that each overall portfolio return is an equally-weighted average of 12 concurrent
portfolios, formed over the course of the last 12 months. The portfolios are only
calculated on those stocks where in a given month all three of ICC, forward beta, and
tier 1 capital ratio are available. This creates a delisting bias in the returns because
of the forward looking beta but it is still helpful in understanding the relationship
between the various expected return measures.

Table [2| shows the average monthly returns of the five portfolios together with
average characteristics at the time of the pre-ranking. Panel A of Table [2| shows that
the five portfolios sorted on ICC exhibit a spread both on the ICC and the realized
returns. The tier 1 ratio is decreasing in the portfolio ICC consistent with a higher
tier 1 ratio resulting in lower equity risk. Finally, there is a minor spread in the
betas across the portfolio in the direction expected from standard CAPM theory.
The average ICC estimates are somewhat lower than the realized returns, which is
partially driven by the forward looking bias conditioning on the firm being alive in
the next 24-60 months. In Panel B of Table[2] the portfolios are pre-ranked on forward
beta. The average monthly returns are consistent with the low-risk anomaly found in
Baker and Wurgler| (2015)). Finally, the relationship between tier 1 capital ratios and
expected returns is very flat in our sample as can also be seen in Panel C of Table [2|
Assuming as in |Baker and Wurgler| (2015) that asset betas are the same across banks
and that bank debt is risk free, this indicates that the low-risk anomaly is even more
pronounced in our sample than in the sample used in |Baker and Wurgler (2015); as

the tier 1 capital ratio is increased,banks get a lower beta, but receive no discount in
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expected returns as they should according to theory[f] The relation between average
returns and the tier 1 ratio is rather weak in our portfolio sorts. This indicates that
banks with the same capital structure could have different levels of asset risk (see e.g.
Merton| (1974)), which is something that the ICC measure should already take into
account. In the later regression analysis, the low-risk anomaly disappears when we
take account of the individual bank’s asset risk, the riskiness of bank debt, and use
the expected equity return as derived from analyst earnings forecasts. The results
indicate that investor’s are able to explain the low-risk anomaly and take account of

it in their forecasts (see e.g. Schneider, Wagner, and Zechner| (2018)).

2.3 Expected return on debt capital

Obtaining cost of debt estimates for banks is difficult since a large part of their debt
obligations are not freely traded securities. Hence, relying on senior bond rates issued
by the individual banks will only be representative for a small part of the costs since
senior debt usually accounts for only a small fraction of total bank debt. This is also
the case in our sample, as senior debt amounts to approximately 3-10% of banks’
total debt obligations depending on the quarter. Prior papers have for simplicity
assumed that bank debt on average is risk free and therefore earns the risk free rate
of return. We take a different approach and obtain a bank specific cost of debt by
looking at the realized interest expenses as reported by the banks in their financial
statements. That is, we compute a forward looking cost of debt measure as the total
interest paid over the next four quarters divided by the average total debt obligations

over the beginning of each quarter. We lag the debt obligations by one quarter in

61f all banks have the same asset beta and bank debt is risk free then asset beta and equity beta
are proportional in the inverse equity ratio, 3 = 1/E x 4. When plotting the forward equity
beta against the inverse tier 1 ratio, Baker and Wurgler| (2015) find a linear relationship with an
approximate intercept of zero. They find that for larger banks this relationship is more flat and the
intercept is above zero. For our sample this relationship is almost completely flat.
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order to capture that the interest payments have been generated by the debt in place
at the beginning of the quarter. As an alternative we also calculate the corresponding
historical or backward looking measure of the cost of debt by looking over the last
four quarters. The two methods give very similar results but we use the forward
looking measure because we find it realistic that interest expenses can be predicted
over the next year for the bank. Formally, we compute the cost of debt capital for

bank ¢ at time ¢ as:

r‘-it _ Zizl Interest; 1« @)
/1’7 3
2250 Debti

where t denotes quarter and ¢ denotes bank. Tgt is the cost of debt, Interest;, is the
interest expenses in quarter ¢ and Debt,; is the total debt obligations ultimo fiscal
quarter ¢. Since most banks have a short average maturity on a large part of their
debt obligations, using the interest payments over a 1-year horizon should be a close
approximation to the true cost of debt. Moreover, even though most deposits have
floating rates, they are not adjusted at the same frequency as traditional variable
debt. This further increases the transparency of future interest payments over the
next year as well.

A typical bank’s debt obligations consist of deposits, short term debt, and senior
debt/long term debt. The total interest expenses Interest,, will be equal to the total
sum of interest payments on each of these individual liabilities. Variation in the cost
of debt between banks at a given point in time will therefore be a function of the
bank’s credit risk and the composition of their liabilities.

Table [1| and Figure [2] show the monthly distribution of the cost of debt capital
estimates. The estimated debt costs have an extremely high correlation with the

general interest rate level. The high correlation reflects that much of the debt has
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floating rate interest payments. Figure [3al shows the ratio of deposits to assets over
time. As can be seen in the graph deposits make up a very large part of the funding for
the average bank. Deposit funding is one of the main contributing factors increasing

the correlation between the general interest rate level and the cost of debt capital.

2.4 Expected total cost of capital

We define the total cost of capital as the weighted average return demanded by
investors. The total cost is therefore the portfolio-weighted expected return on equity

and debt:

E; D;
total e Lt d it
Ty =T X ———— 1 X —————— (3)
7,0 2, 2,0
Eiy+ D, Eii+ Dy

where t denotes month and ¢ denotes bank. r{, is the expected return on equity

capital, rgt is the expected return on debt capital, F;; is the market value of equity
and D;, is the market value of debt. We follow the standard convention in the
literature (see e.g. [Fama and French (1993)) and approximate the market value of
debt with the book value of debt. The total cost of capital should reflect the overall
firm risk. It is thus the expected return that when used to discount all of the firm’s
future cash flows returns total firm value. By decomposing 7% with respect to
individual risk characteristics, we can express it as:

Ve L,

total __ _u 1,t l 2,1

Tig = Tip X Vi T X v (4)
it it

where ¢ denotes month and ¢ denotes bank. 7}, is expected return reflecting the

. P 7 .
unlevered firm risk or asset risk, % is the fraction of unlevered firm value to total firm
i,t

VV

value, Tét is the expected return reflecting risk associated with leverage, and finally
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Lit is the fraction of net benefits from leverage to firm value. Combining Equation

it

and Equation (4]) shows that any net benefits of leverage for the individual banks

will be embedded in r§, and r{,. Differences between banks in their total cost of
capital can therefore stem from differences in unlevered asset risk as well differences
in net benefits of leverage. This derivation highlights, as already mentioned when
discussing expected equity returns and the low-risk anomaly, that it is important to
control for both leverage and asset risk in the empirical analysis.

Figure |4] shows the mean of the total cost of capital as well as the 10" and 90"
percentiles of the monthly distributions. The overall negative trend is primarily driven
by the negative trend in the cost of debt and also the slight negative trend in the cost

of equity as shown in Figure [I] and Figure [2|

3 Determinants of the cost of capital for banks

In this section we run a set of regressions exploring the determinants of the cost of
capital for banks. The main interest is in empirically identifying the relationship
between differences in tier 1 capital ratios and banks’ funding costs. Theoretically,
we would expect to see that the cost of equity capital and debt capital are lower for
banks using more equity funding, i.e., more loss absorbing capital. If the conservation
of risk principle holds then the total cost of capital should not be affected by the level

of leverage but rather by the asset risk. For each cost of capital type we estimate the
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following main regression:

Cost of capital,, = 81 x Tier 1 ratio;; + o X Tier 2 ratio;;
+ B3 X Deposit ratio; , + 84 x Government support, ,

+ Bank fixed effects; + Time fixed effects; + €;

where ¢ denotes month and ¢ denotes bank. Cost of capital can then either be for
equity, debt, or the total cost of capital. The bank fixed effects capture that two banks
can have the same capital structure yet have different levels of asset risk as also shown
in Equation (4. Time fixed effects capture any general market effect present in the
given month, which is primarily, but not entirely, the overall interest rate levelﬂ All
regressions are estimated with cluster robust standard errors, clustered by bank and

month (see e.g. |Petersen (2009)).

3.1 Cost of equity capital

We use the ICC estimates from Section 2.2 as the measure of each bank’s cost of
equity capital. Table [3| shows the estimated regression coefficients for a range of
specifications.

We find a significant negative relationship between the expected return and the
tier 1 capital to risk-weighted assets ratio. This is consistent with banks having less
risky equity when they decrease their leverage. The effect for tier 1 capital is larger,
and generally more significant, than that found for tier 2 capital. This is likely due
to the hybrid nature of tier 2 capital making it a semi-debt instrument. Including

the deposit ratio into the regression does not change the estimated coefficient for the

"In Tablein the internet appendix, we show the basic regressions where the month fixed effects
have been replaced by the 8 macroeconomic factors from Welch and Goyal| (2008). The results are
robust to replacing the month fixed effects.
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tier 1 ratio. The deposit ratio has an insignificantly negative estimate.

During the 2008 financial crisis, many banks received government support. We
include three different variables in order to capture the potential effect of the govern-
ment support. The government purchased preferred shares in several banks under the
Capital Purchase Program (CPP) and the Targeted Investment Programme (TIP). In
regression specification 3, we include the fraction of total equity owned by the govern-
ment (preferred shares + common equity). In specification 4, we include an indicator
dummy which is 1 in the months where the government had an equity stake and 0
otherwise. Finally, in the last specification we include an indicator dummy which is
1 once the bank receives support and 0 before or if the bank never receives support.
Hence, it measures a potential lasting effect, which could come from a perception that
the bank has now been deemed too-big-to-fail. The government support variables do
not become significant. The signs indicate a minor decrease in equity risk for banks
that receive government support. On top of the bank specific effect there could also
be an effect on the overall economy from general government support, which is hidden
in the time fixed effects.

In the last specification we include off-balance sheet liabilities. These are taken
from the Bank Regulatory database and is not present for all banks, which is why the
sample size is reduced. We expect that banks with access to derivative markets use
these market when it is in their interest, i.e., when it reduces the (total) cost of capital
for the bank (Borio, MacCauley, and McGuire| (2017))). Most banks in our sample do
not have any off-balance sheet liabilities as can be seen in Table [T} but off-balance
sheet liabilities tend to increase equity risk for those banks that do use it. This is
consistent with off-balance sheet liabilities resembling debt from the perspective of
the equity holders. Furthermore, off-balance sheet liabilities have higher priority in

case of bankruptcy than equity.
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3.2 Cost of debt capital

We use the expected return for the debt capital calculated in Section as the cost
of debt capital for the banks. Table 4] shows the estimated coefficients for various
specifications of the regression.

As for the cost of equity capital, we see that increasing the tier 1 ratio decreases
the cost of debt capital. When the level of debt funding becomes lower, the bank’s
credit risk lowers, all else equal, which should result in lower interest payments as
seen in the regression. This result contradict the approach from earlier papers where
bank debt is assumed to be risk free (see e.g/Baker and Wurgler (2015)). The effect
of the tier 2 capital is positive but insignificant which could be an indication that
having too much tier 2 capital is perceived negatively by market participants.

The deposit ratio is significant and negative, which indicates that deposits in
general provides a cheaper source of funding than ordinary debt (we explore this
issue further in section . Finally, receiving government support during the 2008
financial crisis did not do much to the interest payments. If anything, the effect points
to higher costs of debt. Finally, we see that the use of off-balance sheet liabilities tend
to lower the cost of debt. This finding is consistent with off-balance sheet liabilities
being used as a form of low cost debt.

In the first five specifications, we use the largest possible sample for the years
1993-2016. Since the earnings forecasts are not needed for the calculation of the
cost of debt capital, we can increase the sample to include also those banks without
any earnings forecasts in IBES, which is what we have done in the last specification.

Results are similar across the sample with or without analyst earnings forecasts.
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3.3 Total cost of capital

Table |5| shows the estimated coefficients for various regressions with the total cost of
capital as the dependent variable. Across all specifications, we find that the total cost
of capital is independent of the tier 1 and tier 2 ratios. These findings together with
those for the cost of equity and debt are consistent with the principle of conservation
of risk (Modigliani and Miller} |1958). Changing the capital structure does not em-
pirically change the overall riskiness of the firm but does impact the riskiness of debt
and equity. We did see lower cost of equity and debt capital when the tier 1 capital
increases but these effects balance out with the change in capital structure weights
so that the combined portfolio is neutral. The capital structure irrelevance has to be
modified in the following ways. First, there is a loss of tax shield, which impacts how
the bank can generate the return to satisfy investors (Kashyap, Stein, and Hanson),
2010). However, as can be seen from Table , changing capital structure does not
affect the total cost of capital. Second, looking at the estimated coefficient for the
deposit ratio it is clear that deposits can be considered cheap funding. Substituting
deposits for equity increases the total funding costs for the bank. The neutrality is
thus when equity is replacing ordinary debt.

There is also a minor effect of government support on the total cost of capital.
Banks where the government had an preferred equity stake following the 2008 crisis
in general receive a discount on their overall funding rate. However, the effect is
economically small. Finally, we see that banks using off-balance sheet liabilities tend

to decrease their total cost of capital.
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3.4 Bank size and time dependence

It is reasonable to believe that large banks and small banks may exhibit differences
in how investors form their return expectations. Larger banks are typically active as
players in repo and derivatives markets whereas smaller banks are not. This difference
in activities and importance could maybe distort the relationship between the level
of tier 1 capital and funding costs.

In Table [6] we look into the difference in the cost of capital for small versus large
banks. Each month we form the distribution of banks according to their asset size.
In a given month, we then categorize a bank as small if it belongs in the bottom 20%
of the asset size distribution and large if it belongs to the top 20% of the distribution.
Looking at the cost of equity capital, the overall effect of increasing the tier 1 ratio
is negative indicating that the cost of equity decreases with more equity funding as
also found earlier. This effect is (insignificantly) smaller for large banks compared to
other banks. The deposit ratio is not significant for the cost of equity capital, except
for the large banks. However, deposit funding does decrease the total cost of capital
across banks.

For the cost of debt capital, we do not find significant differences between large
and small banks. For the total cost of capital, the results are very similar to those
found earlier. One thing to note is that the total cost of capital is slightly decreasing
in the tier 1 ratio. Even though the interaction coefficient is insignificant for large
banks, the sum of the overall effect and the large bank effect is very close to zero.
Hence, the result from the equity cost of capital carries over to some extent to the
total cost of capital. The smaller banks benefit from an increased tier 1 ratio, whereas

larger banks have smaller benefits for the same increase[f]

8In unreported results, we have also run the regression for the 10 largest banks and the 10
smallest banks separately. The size and sign of the coefficient are close to those from Table [ but
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In Table [7] the main regressions has been interacted with time dummies. The
2008 dummy is 1 after 2008 and 0 before and the 2011 dummy is 1 after 2011 and
0 before that. The 2008 dummy should capture the potential effect of the crisis and
the 2011 should capture the effect of the low interest rate environment. Looking at
the cost of equity funding, tier 1 and tier 2 capital are more negative after the crisis
indicating a larger effect of increasing the capital ratios. However, the effect on the
cost of debt remains neutral and the effect on the total cost of capital decreases. The
results still indicate that investors both before and after the crisis and the low interest
rate environment continue to adjust their return expectations in accordance with the

conservation of risk principle (Modigliani and Miller, |1958)).

3.5 Other capital ratios

Critics of the current regulatory focus on tier 1 capital to risk-weighted assets, has
pointed out that the tier 1 ratio might be easy to manipulate (see e.g. /Admati and
Hellwig| (2013)). This might explain why larger banks had a smaller effect of increasing
their tier 1 ratio compared to smaller banks as found in the former section. If larger
banks have the ability to manipulate their tier 1 ratio they may not be considered
less risky even when increasing their tier 1 ratio. As an alternative to the tier 1 ratio
Admati and Hellwig (2013]) suggest to use the leverage ratio for capital requirements,
i.e., the tier 1 capital to total assets. The Basel III regulation has also introduced
other capital requirements, e.g., a minimum ratio for the common equity tier 1 ratio
(CET1). In Table|8 we substitute the tier 1 ratio for various other variations of bank
leverage.

Most US banks has to fulfil a leverage requirement based on tier 1 capital to total

assets. Consistent with the earlier findings in this paper, we see in Table[§] that equity

the reduction in sample size decrease the statistical power of the significance tests.
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and debt costs are decreasing in this leverage measure, whereas total funding costs
are unaffected. Hence, more loss absorbing capital decreases funding costs for debt
and equity. But the total cost of capital remains neutral. This indicates that the
market perception of tier 1 capital to RWA and tier 1 capital to total assets are very
similar.

Table [§] also includes bank leverage as measured by common equity (i.e. more
than just tier 1 capital) to risk-weighted assets (RWA) and measured as common
equity to total assets. Again, increasing the level of equity funding decrease the cost
of equity and debt capital. However, now there is a small positive effect on the total
funding costs. Hence, increasing the amount of common equity to assets seems to
also increase total funding costs. However, the results are economically small and are
likely driven by the composition of common equity on the balance sheet. Common
equity includes, e.g., goodwill and tax deferrals, which are not directly related to
funding costs. The ex-ante expected relationship between funding costs and common
equity is thus not well determined. This is also the main reason for using the tier 1
capital definition for regulatory purposes.

Finally, we also use the common equity tier 1 ratio (CET1) as a measure of
bank leverage. In Table [9] we, again, get the same pattern that more equity funding
decreases equity and debt funding costs but that the total funding costs remains
neutral. Note that there is a smaller number of observations in this regression because
banks do not report the CET1 ratio in their financial statements until around 2014.
Table [ also substitutes the CET1 ratio with the distance between the CET1 ratio
and the capital requirement for the individual bank, i.e., the size of the buffer. It is
clear that there is not much difference between using the buffer or using the capital
ratio itself. There is very little cross sectional variation in the capital requirements

across banks, which is why there is little difference between using the actual ratio or
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the buffer when we also include a time fixed effect in the regression[]

3.6 Asset volatility

All the regressions have so far been with a bank fixed effect in order to capture
differences between banks with regard to their asset risk. Banks may have the same
capital structure but have different levels of asset risk depending on their business
model. As a robustness test, we exclude the bank fixed effects and instead introduce
an asset volatility measure into the regressions.

We measure asset volatility as the ratio of risk-weighted assets to total assets. If
the bank asset portfolio is risky, we would expect this measure to be high (close to
1) and if the bank has safe assets it should be low (close to 0). Table [10| show the
main regressions with this asset risk measure included. Consistent with conservation
of risk principle, we see that higher asset risk also implies higher total cost of capital.
Also consistent with the earlier regressions, we see that the cost of equity capital
is decreasing in the tier 1 ratio. However, the relationship between the cost of debt
capital and the tier 1 ratio is now insignificant, although with the same sign as earlier.
All else equal, higher asset risk should also increase the cost of equity and debt capital,
which we also find in the regression. Hence, asset risk is important for the cost of
capital as expected from the theory and, furthermore, the bank fixed effects does

capture some important idiosyncratic bank characteristic.

9In Table of the internet appendix, we show the correlations between capital buffers and
buffers based on the well-capitalized requirement. All these correlations are very high making it
difficult to distinguish between the effect of the various buffers. Furthermore, the level of the ratio
and the buffers are also highly correlated.
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3.7 Equity issuance and the cost of capital

In order to get a better identification of the effect of higher capital requirements
and the effect of equity issuance, we augment the regressions with indicators for
these events. We measure equity issuance and equity repurchases as in |Baron| (2019).
Table [L1|specification (4) to (6) shows the regressions with monthly observations and
specification (1) to (3) is with quarterly observations. The issuance and repurchase
indicators are 1 in the fiscal quarters where the bank respectively did either of those
things. From the conservation of risk principle (Modigliani and Miller| (1958))) there
should be no separate effect on the cost of capital from a change in capital structure.
However, if equity funding is expensive as suggested by the banks themselves and by
the Pecking Order theory (Modigliani and Miller| (1958)), issuing equity will increase
the (total) cost of capital.

Looking at the monthly observations we find no effect of either equity issuances or
repurchases consistent with the conservation of risk principle and inconsistent with
these actions sending an adverse signal to market participants. In the quarterly re-
gressions, we also include indicators for when the individual banks have their capital
requirements increased. The indicator for an increase in capital requirement is based
on the quarterly financial report where the bank for the first time mentions an in-
creased capital requirement. Looking at equity issuances following an increase in
capital requirements, should reduce any potential asymmetric information regarding
why the bank chooses to issue equity.

The effect of an increase in capital requirements, all else equal, is that the total
cost of capital increases temporarily in the 0-6 months following the increase. If the
bank does nothing in response to the increase in requirements, the bank increases the

risk that they will end up below the requirement at some point. This effect can explain
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the temporary increase in total cost of capital. We know from other papers that banks
do respond to tighter regulation (see e.g. [Kovner and van Tassel (2019) and Favara,
[vanov, and Rezende (2019)) and this reaction can explain why the increase is only
temporarily. Specifically, we cannot find any adverse effect for the banks that issue
equity in response to the increase in capital requirements. The indicator (Issuance
Dummy 0-6) is 1 if the bank issues equity in the 0-6 months following an increase in
requirements and 0 otherwise. All interactions with this indicator are insignificant
in the regressions. Interestingly, the cost of debt capital are higher both before and
after an increase in requirements. This could reflect that the increase in requirements

are to some extent endogenous to the health of the bank.

3.8 Deposit type and the cost of capital

In most of the former regressions, we find that deposit funding is cheap in the sense
that the total cost of capital are lower for banks with large deposit holdings. There
can be two competing explanations for this finding. Either depositors are willing to
accept a too low deposit rate because of deposit insurance or depositors are willing
to accept a low deposit rate in exchange for the liquidity provision service that comes
from having a demand deposit account in the bank (see e.g. |Allen, Carletti, and
Marquez (2015)) and [DeAnglo and Stulz (2015))).

In Table we use Bank Regulatory data to decompose deposits into demand
and time deposits. Not all banks report this decomposition and the sample size is
therefore smaller than in the basic regressions. In specification (1) to (3), we see that
both types of deposits tend to lower the cost of capital, but that demand deposits
have a higher coefficient than time deposits. This seems to indicate that there is

more competition among rates for time deposits and that depositors are willing to
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accept a low rate in return for the benefits of having demand deposits in the bank.
In specification (4) to (6), we try to further decompose time deposits into insured
and non-insured deposits. Having insured deposits did not make a difference before
the crisis and only have a minor effect after the crisis. We do see that having larger
time deposits (with size above 100k) after the crisis tend to lower the total cost of
capital. This effect could be a deposit insurance effect because the deposit insurance
limit was increased to 250k after the crisis. We cannot capture the change in amount
for insured deposits more precisely because very few banks report, how there time

deposits are divided around the 250k threshold.

4 Tax shield loss

The cost of capital results have so far been from the perspective of the investor or
the holders of (all) the equity and debt. The analysis thus has ignored the loss of tax
shield and other potential externalities which might change when the capital structure
changes. We can think about the capital structure of the bank in the following way

resembling trade-off theories of capital structure:

V=E+D
= PV (Assets) + PV (Externalities)

= PV(Assets) + PV (Tax shield) — PV (Bankruptcy costs)

where Externalities could be many different things but which in the simplest ver-
sion of the trade-off theory is the tax shield and the bankruptcy costs. Stating the

same relationship in expected returns gives the following portfolio return relationship
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(similar to setting Equation (3) and (4) equal to each other):

potal _ e o oy Ll 5
_ Assets PV (Assets) Jex s PV (Externalities)
E+ D E+D
_ pAssets o PV (Assets) .. " PV (Tax shield) b s PV (Bankruptcy costs)
E+D E+D E+D

The results from Section indicates that the total cost of capital r*°*! is independent
of the capital structure. Increasing the equity ratio reduces the present value of the
tax shield shifting the balance of the terms in the last equation. Since the total cost of
capital is unchanged, this could indicate that the tax shield return r is equal to the

Assets

asset return r and possibly the bankruptcy cost return 7% and that they are all
equal to the total cost of capital. This is similar to the argument in Miles and Ezzell
(1980) that tax shield and assets have the same level of risk and therefore expected
return. In Miles and Ezzell (1980) this is because the firm rebalances to a target
capital structure. In Miller (1977)) the tax shield is assumed to have an expected
return equal to the cost of debt capital, i.e., a lower return than the total cost of
capital. However, if this was the case for our data sample then we would expect the
total cost of capital r*°**! to increase when less of the overall firm value comes from
the tax shield.

For a rough approximation of the tax shield, we will therefore assume that the
future tax savings can be discounted by the total cost of capital. Furthermore, we
assume that the current level for the cost of debt capital and the face value of debt
remains constant so that we can calculate the present value of the tax shield as:

ré, X Diy X tax

total
Tit

PV (Tax shield); ; =
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where ¢ denotes bank and ¢ denotes month. D;; is the market value of debt, which
we approximate with the face value of debt. The cost of debt capital is rgft and tax
is the tax rate. Once we have estimated the present value of the tax shield, we form
the tax shield ratio by dividing with the market values of equity plus debt. Figure
shows the time series distribution of the tax shield ratio. The average lies around 30%
indicating that the tax shield comprises 30% of the total bank firm value. However,
the tax shield value is highly correlated with the general interest rate level, which
means that the tax shield is much lower in the later sample period. It is down to an
average of 7% in 2016.

Table|13|shows regressions with the tax shield ratio as the dependent variable. We
use two different assumptions about the tax rate. First, we assume that the banks can
save the federal tax rate, and, second, we calculate a bank specific tax rate derived
from the implicit tax rate paid by the individual bank in the given year. Both tax
rate assumptions give similar results; when the tier 1 capital ratio increases, the tax
shield ratio decreases. The coefficients indicate that an increase in the tier 1 ratio
from 0 to 100% decrease the firm value by 18.22% (with the firm tax rate assumption
and before the 2008 crisis). This effect is larger during other time periods and with
the federal tax assumption making the 18.22% a kind of lower bound. This indicates
that the present value of the tax shield decreases significantly when the amount of
interest bearing debt is reduced.

The regressions include interacted time dummies capturing before and after the
2008 crisis, and before and after the low interest rate environment starting in 2011.
Looking at the interaction effects with tier 1 capital ratios, increasing the tier 1 ratio
after 2008 or 2011 have a more negative effect than before the crisis. The same is the
case for the deposit to asset ratio; increasing the deposit to asset ratio after 2011, in

the low interest rate environment, significantly reduces the value of the tax shield.
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This can seem counter-intuitive since the effect of deposits on funding rates become
weaker after 2011. However, when deposits substitute for other debt with higher
interest payments, the present value of the foregone interest payments are higher
when the discount rate of the tax shield asset is also low. The low discount rate for
the tax shield asset is thus driving the result.

Finally, we note that the tax shield loss we calculate is an upper limit on the total
loss in bank firm value. Increasing the equity ratio lowers the tax shield but at the
same time decreases the expected bankruptcy costs. We ignore the latter effect in

the following assessment on the impact of changing the capital structure.

5 The effect on capital costs from differences in
capital structure

In this section we investigate the impact of differences in the capital structure as sug-
gested by the former empirical results. In our setting changing the capital structure
will have two effects. First, it will impact the funding rates, i.e., the cost of capital.
Second, it will have an immediate effect on the bank firm value, which could be trans-
lated into an equivalent increase in loan rates. Translating the tax shield loss into an
increase in customer borrowing rates is an exercise, which allows us to compare our
results to those of, e.g., [Kashyap, Stein, and Hanson| (2010)) and [Baker and Wurgler
(2015)). However, as in their papers the exercise is an extrapolation.

In Table we have collected the implied effect of changing the tier 1 ratio by 2.5
percentage points. Extrapolating from the regressions implies that the cost of equity
capital should decrease by 21 bps, the cost of debt capital should decrease by 3 bps,

and the total cost of capital should decrease by 1 bps. At the same time the firm
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value should decrease by up to 60 bps from the loss of tax shield. Hence, while the
cost of capital did not change there will be an immediate loss of firm value for the
banks, so that there is a trade-off between higher capital ratios and bank firm values.
Looking at an even larger change in the tier 1 capital ratio by 10 percentage points,
which is more in line with that suggested in /Admati and Hellwig| (2013)), we see that
the tax shield loss is up to 2.40% of total firm value. Looking only at the more recent
sample period this number would be around 3.25%.

The former calculations implicitly assume that equity is substituted for ordinary
debt. However, it may be worth looking at the impact of substituting deposits for
equity. Looking at the large change in tier 1 ratio, we see that total funding cost
will not change, and that the tax shield loss will be 2.25% of bank firm value. This
number is slightly lower if we only use estimates from the most recent period.

Kashyap, Stein, and Hanson (2010) argue that the conventional after-tax WACC
can be said to resemble the average customer borrowing costs. Hence, the increase
in WACC from the loss of firm value would likely be transferred to customers in the
form of higher loan rates. We can use the implied changes in the tax shield value to
infer the equivalent increase in WACC and therefore loan rateﬂ (ignoring the change
in expected bankruptcy costs). Table [L4] shows that the increase in loan rates for a
10 percentage point increase in the tier 1 ratio would be around 7.9 bps. However,
if equity substitutes for deposits and we use the estimates for the most recent time
period the increase in loan rates would only be 2.5 bps. These estimates are far
smaller than the 25 basis point estimate from |Kashyap, Stein, and Hanson/ (2010))

and the 60 to 90 basis point estimate from |Baker and Wurgler| (2015).

19The relationship between WACC and the tax shield loss regression is derived in Section of
the appendix.
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6 Conclusion

We show that the cost of equity and debt capital are lower for banks with higher
levels of tier 1 ratios. At the same time, the total cost of capital is not affected by
the level of tier 1 capital. These findings provide support for the conservation of risk
principle (Modigliani and Miller|, [1958). Investors adjust their return expectations as
if capital structure is irrelevant. Our conclusion is in contrast to earlier work in this
area, which either finds that the equity cost of capital get a partial adjustment (King
(2009), Miles, Yang, and Marcheggiano| (2013))) or no adjustment at all (Baker and
Wurgler| (2015) for higher levels of tier 1 capital.

Compared to earlier studies, we extract the expected cost of equity capital from
analyst earnings forecast, we assume that bank debt is not risk free, and we control
for the level of asset risk within each bank.

From a welfare perspective it is interesting to know how customer borrowing
rates would respond to increased equity funding in banks. When banks charge higher
customer borrowing rates, they face less value creating investments, which will hamper
the banks’ willingsness to provide capital to less profitable customers. Hence, higher
capital requirements could have a negative impact on economic activity. The primary
negative effect of increasing the tier 1 ratio is a loss of tax shield. If equity replaces
deposits in the capital structure and the tier 1 ratio is increased by 10 percentage
points, the extrapolated bank value loss is 1.57% after 2011. This bank value loss
could be offset by an increase in customer loan rates of around 2.5 bps. The 2.5 bps is
far smaller than that found in earlier studies (see Kashyap, Stein, and Hanson| (2010)

and Baker and Wurgler| (2015))).
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A1l Appendix: The implied cost of capital (ICC)

The ICC used in this paper is computed as the equal-weighted average of four com-
monly used ICC metrics, ICC?7, ICCTFE ICCY S and ICCT. To use an equal-
weighted average of several individual ICC measures has been a successful way of re-
ducing noise in the final ICC estimate, see for instance Mohanram and Gode, (2013)).
In this appendix we describe how each of the four metrics are computed. The four
different ICC measures can be split into two groups - those that use the model of
Ohlson and Juettner-Nauroth| (2005) (OJ) and those that use the residual-income

model (RI).

Al1l.1 ICC based on the OJ model

Ohlson and Juettner-Nauroth (2005) show that the implied cost of capital can be

expressed as:

EP
ICCY% = A+ \/A2+ o1 (STG — (v - 1)) (5)

0

Where A,
1 DPS;
and STG,
. EPSQ — EPSl 1
STG = (——fpg— x LTG)
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Where EPS; and EPS; are forecasts of one- and two-year-ahead earnings per share.
We get the forecasts from IBES and we conduct our analysis using both the mean
and median of the forecasts. Our results are robust to this choice. F, is the price
at the time when the forecasts are made, DPS; is the forecast of one-year-ahead
dividend per share. Actual forecasts of DPS; are very few so instead we define it as
the most recent payout ratio, where the payout ratio is estimated as the most recent
dividend to net earnings as taken from Compustat. For banks with negative earnings
we set the estimate of the payout ratio as the most recent dividend divided by 6%
of assets as done in [Mohanram and Gode| (2013) [T] STG is the growth in short term
earnings which we define similar to Mohanram and Gode| (2013). Finally, (y — 1) is
the expected long term growth rate. Similar to both [Mohanram and Gode| (2013),
Gode and Mohanram| (2003) and [Claus and Thomas| (2001)) we set this equal to the
yield on 10 year treasury minus 3%.

We compute a simplified version of ICCY/ similarly to Easton| (2004) and Mo-
hanram and Gode| (2013)) by ignoring dividends and setting 7 equal to 1. Doing so

yields:

EP
ICCTEC = \/ T()Sl x STG (6)

Where STG is defined similarly as for the JCC9’ model[?

A1.2 ICC based on the residual income model

The two most commonly used approaches based on the residual income model are

those of|(Gebhardt, Lee, and Swaminathan| (2001)) and (Claus and Thomas| (2001). The

116 % of assets might sound high for a bank, as banks usually do earn a return on assets of this
magnitude. For this reason, we also try to set it equal to 1 % which is the average ratio occurring
in our sample. Our results are robust to this choice.

12We also compute the the modified PEG measure, ICCMPEC see for instance [Easton| (2004).
Substituting ICCMPEG for ICCTFE when computing the average ICC have no real impact on our
results.
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residual income model is given as:
P02B0+Z(1+Te)_t X EPSt+1 _Te X Bt
t=1

which is directly derived from a traditional dividend discount model.

We estimate ICCYLS from |Gebhardt, Lee, and Swaminathan| (2001)) as:

12

((ROEt — ICCGLS) X Btfl) (ROE12 — [CCGLS) X Bll)
o=Bot ) (7
(14 1CCELS) ICCGLS x (14 ICCGLS)1

t=1

Where P, and By is the price per share and book value of equity per share at the

time of the estimation. ROFE; is the return on equity at time ¢ defined as:

EPS,;

ROEt - B
t—1

Where EPS; is the earnings per share at time ¢ and B;_; is the book value of equity

at time ¢t — 1. We construct forward book values using clean surplus accounting as:

Bt - Bt,1 +EPSt —DPSt

Where B;_; is the book value of equity at time t — 1, EPS; is earnings per share
at time ¢ and DPS,; is the dividends per share at time t. For each point in time
we estimate ROFE; and ROF, using the earnings forecasts from IBES. Beyond the
forecast horizon, we assume that the ROE fades linearly to the industry median by
year 12. We estimate the median ROE using 10 years of historical data. Finally, we

numerically solve for JCC“"S in equation (7).
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Very similarly to ICC%ES the ICCCT is given as:

Py = By + 25: (ROE; — ICC°T) x B;_y  (ROE5; — ICC®T) x By x (1+ g) )
e ariccey (10T — g x (1+ 10CTy

Where ROF; is the return on equity for time ¢, B;_; is the book value of equity at
time ¢ — 1 and g is the long term growth rate. For each point in time we estimate
ROFE, and ROFE, using the earnings forecasts from IBES. Beyond the forecast horizon
we use analyst long-term growth estimates to compute ROFE;. We calculate future
book values similarly to how we do it for the GLS model. Similar to both Mohanram
and Gode| (2013)), |Gode and Mohanram (2003) and (Claus and Thomas (2001) we set
g equal to the yield on 10 year treasury minus 3%. Finally, we numerically solve for
ICCYT in equation ().

After having obtained the different ICC measures we take a simple equal-weighted

average to obtain the ICC4VY we use in our analyses. That is,

ICCCT + ICCYHS + [CCOT + ICCTEC

ccAve = 0 (9)

A2 From tax shield loss to loan rate increase

In order to illustrate how we get from the tax shield loss to an increase in loan rates,
consider a project financed by equity E; and debt D;. The project yields a free cash
flow FCF,;1 next year (which could be extended with a continuation value). The

expected value of the investment should be equal to the expected cash flow from the
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project:

E; x (1+7%) 4+ D; x (1 +r") = FCF,;1 + PV;(Tax shield) — PV;(Bankruptcy costs)

= FCF,4, + D; x r” x 7 — PV,(Bankruptcy costs)

where t is the time, 7 is the tax rate, ¥ is the expected equity return, and 7 is
the expected debt return. Rearranging the terms and multiplying and dividing by
Et + Dt give:

Eq x rf 4 D x rP D xrP xr+ PV(BC)

PP _ A StV
Ey+ Dy Ey+ Dy Ey+ Dy Ey+ Dy

(Et + Dt) <1 + ) - FCFt+1

(Et + Dt)(]_ + WACCt) - FCFtJrl

where we have extended the classic weighted average cost of capital (WACC) with the
expected bankruptcy costs. The conservation of risk principle and our empirical analysis
suggest that the sum of the first two terms of the WACC is unchanged when changing the
capital structure. WACC will thus change because of a change in the last two terms when
the capital structure changes. In the tax shield analysis, we look at changes in the third
term of the WACC divided by the total cost of capital Tt which gives (D;/(E; 4+ Dy) x
rP x 1) /rTetal In order to get the third term of the WACC, we therefore need to multiply
the change in tax shield value by the total cost of capital (which is not affected by the
change in capital structure). The change in WACC coming from the loss of tax shield can
thus be calculated as:

PV (tazx)

_ _Total
AWACC =r x A 1D

In doing this, we ignore the change in the expected bankruptcy costs. Note that the WACC
assumes that ratios are calculated using market values. Our main measure of leverage

is the tier 1 capital to risk-weighted assets, which is a scaled book value measure. The
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relationship between an increase in the tier 1 ratio and the corresponding change in tax
shield and therefore WACC is not obvious. This is the reason why we empirically estimate

how the tax shield is related to the tier 1 ratio in Table
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Table 1: Summary statistics

This table presents monthly summary statistics for banks. The cost of equity r¢, the cost of debt
r¢, and the total cost of capital r® has been defined in Section These variables are measured
in percentage points. All variables are based on data compustat except where Bank Regulatory is
mentioned in the table. The Government support variable is the fraction of the equity owned by the
government as part of the crisis support packages. The tax shield ratio is defined in Section [4]

Mean  S.D. Q1 Median Q3 Obs.

re 9.11 1.897 7.884 8.84 10.12 46361
rd 2.591 1.551 1.154 2.566 3.869 144717
rtotal 3.296 1.421 1.952 3.298 4.412 42691
Tierl ratio 0.116  0.035 0.092 0.112 0.134 136539
Tierl ratio (Bank Regulatory) 0.127 0.036  0.103 0.119 0.141 95978
Tierl to assets ratio 0.091 0.021 0.077 0.088 0.101 95998
Tier2 ratio 0.034 0.038 0.012 0.014 0.044 135649
Tier2 ratio (Bank Regulatory) 0.015 0.008 0.011 0.012 0.015 88248
Tier2 to assets ratio 0.011  0.007 0.007 0.009 0.011 95863
Deposit to assets 0.752  0.101  0.692 0.771 0.828 157971
Equity to assets 0.097 0.035 0.075 0.09 0.11 157870
Equity to RWA 0.128  0.043  0.099 0.121 0.147 95649
CET1 ratio 0.13 0.046 0.104 0.12 0.14 8103

Off-balance to assets ratio 0.001  0.004 0.0 0.0 0.0 88420
New-equity issuance 0.176  0.381 0.0 0.0 0.0 158653
Gov. support 0.013 0.46 0.0 0.0 0.0 158653
RWA to Assets 0.733  0.118 0.658 0.736 0.811 85276
Tax shield to firm value 0.19 0.072 0.134 0.206 0.247 42691
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Table 2: Portfolio Sorting

This table shows the performance of portfolios sorted on either ICC, forward beta (F-beta), or Tier
1 ratio. Each month stocks are sorted into five portfolios. Each portfolio is held for 12 month. The
portfolio return is the equally-weighted average over the constituents. The overall portfolio strategy
return is the average return of the portfolios formed up to 12 month earlier. Stocks are only included
into this analysis if observations of ICC, forward beta, and Tier 1 ratio are all present for a given
month. For each portfolio, the average of the other measures are also calculated at the time of the
return. H-beta is the historical beta calculated with monthly data with 24 to 60 month of data.

Panel A: Sorted on ICC
Portfolio Monthly Return ICC Tier 1 to RWA F-Beta H-Beta

1 0.77 7.6 0.122 0.76 0.64
2 0.89 8.5 0.115 0.78 0.64
3 1.01 9.0 0.111 0.79 0.67
4 1.14 9.5 0.108 0.82 0.70
5 1.28 10.5 0.107 0.88 0.79

Panel B: Sorted on F-Beta
Portfolio Monthly Return ICC Tier 1 to RWA F-Beta H-Beta

1 1.03 8.8 0.116 0.37 0.50
2 1.02 8.8 0.114 0.61 0.59
3 1.04 9.0 0.110 0.76 0.68
4 0.96 9.2 0.109 0.93 0.76
) 1.00 9.3 0.113 1.35 0.90

Panel C: Sorted on Tier 1 to RWA
Portfolio Monthly Return ICC Tier 1 to RWA F-Beta H-Beta

1 1.02 9.4 0.082 0.83 0.75
2 0.96 9.2 0.098 0.85 0.72
3 0.99 9.0 0.109 0.81 0.67
4 1.08 8.8 0.122 0.78 0.64
5 1.04 8.6 0.150 0.77 0.65
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Table 3: Cost of Equity Capital

This table presents estimated coefficients for various regressions with the cost of equity capital (in
percentage points) as the dependent variable (defined in Section. Deposits to assets is the book
value of deposits to book value of asset. Government support measures the government’s equity
stake as a fraction of the total bank equity. Government support dummyl is equal to 1 in the
years where the government had an equity stake in the bank and 0 otherwise. Government support
dummy?2 is equal to 1 after a bank received government support and 0 before. The regressions are

calculated with cluster robust standard errors over bank and month. The regressions are with bank
and month fixed effects.

1) (2) (3) (4) (5) (6)
Variables re re e re re re
Tierl ratio —8.369*** —8.537*** —8.596*** —8.546*** —8.559*** —7.212%**
(1.56) (1.583) (1.594) (1.597) (1.618) (1.965)
Tier2 ratio -3.069 —3.264* —3.242* —3.241* -0.761
(1.872) (1.89) (1.891) (1.902) (3.151)
Deposit to assets -0.701 -0.742 -0.689 -0.105
(0.694) (0.691) (0.694) (0.764)
Gov. sup. -0.701
(0.694)
Gov. sup. dummyl -0.256 —0.431***
(0.161) (0.161)
Gov. sup. dummy2 -0.09
(0.193)
Off-balance exposure 38.352%**
(10.764)
Observations 42710 42587 42587 42587 42587 30609
R-squared 0.665 0.666 0.666 0.666 0.666 0.604
Bank FE y N y y v y
Month FE y y y y y y
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Table 4: Cost of Debt Capital

This table presents estimated coefficients for various regressions with the cost of debt capital (in
percentage points) as the dependent variable (defined in Section [2.3). Specification (1) to (5) is re-
stricted to the banks covered by analyst forecasts, whereas specification (6) is for all banks. Deposits
to assets are the book value of deposits to book value of asset. Deposits to assets is the book value
of deposits to book value of asset. Government support measures the government’s equity stake as
a fraction of the total bank equity. Government support dummyl is equal to 1 in the years where
the government had an equity stake in the bank and 0 otherwise. Government support dummy?2 is
equal to 1 after a bank received government support and 0 before. The regressions are calculated
with cluster robust standard errors over bank and month. The regressions are with bank and month

fixed effects.

© (2) 3) (4) (5) (6)
Variables rd rd rd rd rd rd
Tierl ratio —1.713*** —1.728%*** —1.702%*** —1.68*** —1.901*** —1.588***

(0.546) (0.549) (0.544) (0.546) (0.611) (0.29)
Tier2 ratio 1.025 1.015 1.031 1.044 0.175 0.635**

(0.663) (0.664) (0.662) (0.664) (0.795) (0.302)
Deposit to assets —0.627*** —0.615** —0.637*** —0.629*** -0.395 —1.378***

(0.243) (0.242) (0.242) (0.243) (0.304) (0.144)
Gov. sup. 0.293***

(0.113)
Gov. sup. dummyl -0.042 -0.062 -0.045
(0.062) (0.056) (0.043)
Gov. sup. dummy?2 -0.047
(0.064)
Off-balance exposure —18.096***
(5.391)

Observations 39264 39264 39264 39264 28424 124554
R-squared 0.966 0.966 0.966 0.966 0.961 0.958
Bank FE y y y y y y
Month FE y y y y y y
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Table 5: Total Cost of Capital

This table presents estimated coeflicients for various regressions with the total cost of capital capital
(in percentage points) as the dependent variable (defined in Section . Deposits to assets is the
book value of deposits to book value of asset. Government support measures the government’s
equity stake as a fraction of the total bank equity. Government support dummyl is equal to 1 in the
years where the government had an equity stake in the bank and 0 otherwise. Government support
dummy?2 is equal to 1 after a bank received government support and 0 before. The regressions are
calculated with cluster robust standard errors over bank and month. The regressions are with bank
and month fixed effects.

(1) (2) 3) (4) (5) (6)

Variables 7,.tota,l rtotal ,r,total T,total ,r.total ,r,tota,l
Tierl ratio -0.519 -0.451 -0.529 -0.489 -0.46 -0.39
(0.509) (0.506) (0.497) (0.491) (0.482) (0.587)
Tier2 ratio 1.161* 0.912 0.935 0.951 0.633
(0.639) (0.602) (0.596) (0.605) (0.847)
Deposit to assets —0.724*** —0.76*** —0.733*** —0.515*
(0.217) (0.217) (0.218) (0.265)
Gov. sup. —0.724***
(0.217)
Gov. sup. dummyl —0.132** —0.171***
(0.064) (0.055)
Gov. sup. dummy?2 -0.091
(0.056)
Off-balance exposure —14.569***
(4.399)
Observations 39381 39264 39264 39264 39264 28424
R-squared 0.961 0.962 0.962 0.962 0.962 0.959
Bank FE y y y y y y
Month FE vy y y vy vy y
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Table 9: CET1 ratio and CET1 buffer size

This table presents estimated coefficients for various regressions with cost of capital as the dependent
variable. The regressions mimic those in Table [3] to [5] except that the tier 1 ratio has been replaced
with the CET1 ratio or the CET1 buffer size, which is the distance between the CET1 ratio and the
capital requirement. The regressions are calculated with cluster robust standard errors over bank
and month. The regressions are with bank and month fixed effects.

1) (2) (3) (4) (5) (6)
Variables rtotal re rd rtotal re rd
CET1 ratio 0.885 —9.167* —0.813**

(1.167) (4.852) (0.335)
Deposit to assets 0.116 0.255 -0.163 0.149 0.312 -0.169

(0.382) (2.425) (0.265) (0.381) (2.45) (0.269)
CET1 buffer 0.91 —9.124* —0.818**

(1.163) (4.852) (0.335)

Observations 2169 2252 2169 2160 2240 2160
R-squared 0.917 0.874 0.917 0.917 0.874 0.917
Bank FE y y y y y y
Month FE y y y y y y
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Table 10: Regressions without Bank Fixed Effects

This table presents estimated coefficients for various regressions with asset risk substituting the bank
fixed effects. The regressions mimic those in Table [3| to [5] Asset risk is measured as risk weighted
assets to total assets. The regressions are calculated with cluster robust standard errors over bank
and month. The regressions are with bank and month fixed effects.

1) (2) 3) (4) (5) (6)
Variables rtotal rtotal re re rd rd
Tierl to assets ratio 1.979 1.544 —6.428*** —6.121*** -0.744 -1.238
(1.44) (1.418) (1.82) (1.804) (1.094) (1.068)
Tier2 to assets ratio 0.163 0.705 0.089 -0.116 -1.348 -0.731
(2.064) (2.051) (2.551) (2.562) (1.605) (1.534)
Deposit to assets —1.562%** —2.215%** -0.832 -0.417 —1.647*** —2.413***
(0.318) (0.304) (0.61) (0.566) (0.324) (0.318)
RWA to Assets 1.054*** 1.022%** 1.339*** 1.319%** 0.526* 0.485*
(0.324) (0.302) (0.396) (0.404) (0.29) (0.261)
Gov. Sup. Dummyl -0.045 —0.069* -0.025 -0.039 0.096** 0.069*
(0.044) (0.041) (0.193) (0.185) (0.046) (0.041)
Off-balance exposure —21.192%** 14.41* —24.537***
(2.851) (8.297) (3.079)
Observations 27634 27442 29614 29408 27634 27442
R-squared 0.863 0.871 0.294 0.295 0.844 0.854
Bank FE y y y y y y
Month FE n n n n n n
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Table 12: Decomposing the deposit ratio

This table presents estimated coefficients for various regressions with the cost of capital as the
dependent variable (in percentage points). The setup mimic those in Table [3[to[5] This table splits
up deposits into demand deposits and term deposits. Furthermore, it also splits up term deposits
based on their size. The regressions are calculated with cluster robust standard errors over bank
and year. The regressions are with bank and year fixed effects.

(1) (2 3) (4) (5) (6)
Variables ptotal re rd ptotal € rd
Tierl ratio -0.501 —6.511*** —1.984*** -0.094 —5.869*** —1.489***
(0.553) (1.729) (0.561) (0.54) (1.698) (0.527)
Tier2 ratio 0.654 -1.329 0.07 0.886 -0.407 0.721
(0.711) (2.608) (0.647) (0.708) (2.655) (0.692)
Gov. sup. dummy1 —0.145%* —0.379** -0.039 —0.125%* —0.355** 0.003
(0.065) (0.158) (0.069) (0.055) (0.16) (0.052)
Demand deposits —1.137*** 0.03 —1.205***
(0.28) (0.947) (0.325)
Non-demand deposits —0.596** -0.145 —0.467*
(0.244) (0.702) (0.271)
Time deposits < 100k to Assets . 2008 -0.025 0.504 .599*
(0.306) (0.997) (0.342)
Time deposits < 100k to Assets > . 2008 -0.706 1.417 -0.632
(0.435) (1.451) (0.475)
Time deposits > 100k to Assets . 2008 0.225 0.297 0.887**
(0.383) (0.936) (0.426)
Time deposits > 100k to Assets . 2008 —0.917** —3.119** -0.593
(0.414) (1.259) (0.467)
All other deposits to Assets —1.133*** -1.106 —1.282%**
(0.251) (0.692) (0.277)
Observations 33869 36353 33869 32662 35071 32662
R-squared 0.961 0.654 0.963 0.962 0.651 0.966
Bank FE y y y y vy N
Month FE y y y y y y
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Table 13: Tax Shield Ratio

This table presents estimated coefficients for the tax shield ratio in percentage points. Tax shield
is the estimated present value of the future tax savings due to interest payments. The tax shield is
then divided by the total asset value to form a ratio. In the columns labelled Federal the tax shield
is calculated assuming a federal tax rate. In the other columns the tax shield is calculated using a
company specific average tax rate derived from last years tax payments. The explanatory variables
are the same as in Table [7] The regressions are calculated with cluster robust standard errors over
bank and year. The regressions are with bank and year fixed effects.

) ) 3) )

Variables Federal Federal Firm Firm
Tierl ratio —18.63*** —24.033*** —18.233** —25.615***
(4.842) (4.428) (8.762) (8.402)
Tier2 ratio —11.678** —10.469* 5.022 5.664
(5.673) (5.566) (15.108) (14.885)
Deposit to assets -1.539 -1.544 3.773 3.467
(1.684) (1.564) (2.338) (2.234)
Gov. Sup. Dummyl 1.751%** 1.763*** 2.623*** 2.632%**
(0.528) (0.523) (0.812) (0.806)
Deposit to assets I (> 2008) —7.783** —9.817***
(3.061) (3.457)
Tierl ratio I (> 2008) —18.513** -12.227
(7.448) (11.313)
Deposit to assets I (> 2011) —15.216%** —17.049***
(3.329) (3.386)
Tierl ratio I (> 2011) -8.454 4.839
(6.372) (10.465)
Observations 39264 39264 34429 34429
R-squared 0.921 0.923 0.808 0.809
Bank FE y y y y
Month FE y y y y
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Table 14: The Effect of a Higher Capital Ratio

The table shows the effect of increasing the tier 1 capital ratio by extrapolating from the regressions
in Table |3| (specification (4)), || (specification (3)), [5| (specification (4)), and [L3| (specification (2)).
The first panel shows the effect of increasing the tierl ratio while holding other regression variables
constant. The second part of each panel shows the effect of increasing the tierl ratio while decreasing
the deposit ratio. Panel B shows the effect after 2011, where estimates are based on those from
Table[7] The change in loan rate are derived from the increase in WACC for the average bank. The
estimates after 2011 for the loan rate applies the total cost of capital at the end of the sample.

Panel A: Entire Period Are  Ard  ApTotal A TaxShield A Loan rate (bps)
ATierl ratio = 2.5% -0.21 -0.04 -0.01 -0.60 1.98
ATierl ratio = 10% -0.85 -0.17 -0.05 -2.40 7.92
ATierl ratio = -ADep ratio = 2.5% -0.20 -0.03 0.01 -0.56 1.85
ATierl ratio = -ADep ratio = 10% -0.78 -0.11 0.03 -2.25 7.41
Panel B: After 2011 Are  Ard  ArTetal A TaxShield A Loan rate (bps)
ATierl ratio = 2.5% -0.28 -0.02 0.01 -0.81 1.30
ATierl ratio = 10% -1.12 -0.10 0.06 -3.25 5.20
ATier] ratio = -ADep ratio = 2.5% -0.21 -0.02 0.02 -0.39 0.63
ATierl ratio = -ADep ratio = 10% -0.81 -0.07 0.10 -1.57 2.52
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Figure 1: The cost of equity capital for banks

This figure shows the cost of equity capital for banks over the period 1993-2016. The mean estimate
is across all banks in that given month. The figure also shows the 10% and 90% percentiles in the
monthly distribution. The cost of equity is calculated using the ICC estimate based on analyst

earnings forecast.
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Figure 2: The cost of debt capital for banks

This figure shows the cost of debt capital for banks over the period 1993-2016. The mean estimate
is across all banks in that given month. The figure also shows the 10% and 90% percentiles in the
monthly distribution. The cost of debt is calculated using the individual bank’s interest payments
over the last year.
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Figure 3: The capital structure of banks

This figure shows the capital structure for banks over the period 1993-2016. The graphs are for
the Tierl ratio, the tier2 ratio, deposits to total assets, and for equity to total assets. The mean
estimate in each figure is across all banks in that given year. The figures also show the 10% and
90% percentiles in the monthly distribution of each ratio.
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Figure 4: The total cost of capital for banks

This figure shows the total cost of capital for banks over the period 1993-2016. The mean estimate
is across all banks in that given month. The figure also shows the 10% and 90% percentiles in the
monthly distribution. The total cost of capital is the weighted average of the equity and debt cost of
capital weighted by the size of the equity and debt. The equity cost of capital is based on the ICC
estimate from analyst earnings forecasts and debt cost of capital is based on the individual bank’s
interest payments over the last year.
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Figure 5: The tax shield ratio for banks

This figure shows the tax shield ratio for banks over the period 1993-2016. The tax shield is calculated
using the individual bank’s interest payments and a federal tax rate. The present value of the tax
shield has been found by discounting with the total cost of capital. The tax shield ratio is the tax
shield to total assets. The mean estimate is across all banks in that given month. The figure also
shows the 10% and 90% percentiles in the monthly distribution.
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Internet Appendix:
The Cost of Capital for Banks



Table A1l: Data Sources

This table lists the data used to conduct the analysis. Some of the variables of the Compustat Bank
database are not available in the original Compustat database. The Tickers are unique identifiers

for the given variable of interest.

Data Description Datasource Ticker
Total Interest Expenses Compustat Bank XINTQ
Common Equity Compustat Bank CEQ
Total Liabilities Compustat Bank LT
Income Before Extraordinary Items Compustat Bank 1B
Income Tax Applicable to Current Operating Earnings Compustat Bank ITACOE
Dividends Paid to Common Equity Compustat Bank DVC
Total Deposits Compustat Bank DPTC
Total Long Term Debt Compustat Bank DLTT
Total Assets Compustat Bank AT
Tier 1 Capital to Risk-Weighted-Assets Compustat Bank CAPR1
Tier 2 Capital to Risk-Weighted-Assets Compustat Bank CAPR2
Risk-Weighted Assets Bank Regulatory and Hand-Collected RCFDA223
Average total assets Bank Regulatory and Hand-Collected RCFDA224
Tier 1 Capital Bank Regulatory and Hand-Collected RCFDA274
Tier 2 Capital Bank Regulatory and Hand-Collected RCFDA275
Equity Capital Bank Regulatory and Hand-Collected RCFDA275
Off-balance sheet exposure Bank Regulatory and Hand-Collected RCFDA210
CET1 capital Hand-Collected NA
CET1 requirement Hand-Collected NA
Basic leverage ratio requirement Hand-Collected NA
Well-capitalized leverage ratio requirement Hand-Collected NA
Basic total risk based capital requirement Hand-Collected NA
Well-capitalized total risk based capital requirement Hand-Collected NA
Basic Tier 1 to RWA requirement Hand-Collected NA
Well-capitalized Tier 1 to RWA requirement Hand-Collected NA
Price Per Share IBES IBP
Outstanding Shares IBES IBNOSH
Median Earnings Per Share Forecast Fiscal Year-1 IBES EPS1IMD
Median Earnings Per Share Forecast Fiscal Year-2 IBES EPS2MD
Median Long Term Growth Forecast IBES LTMD
Monthly Stock Returns CRSP RET
Monthly Value-Weighted Market Return CRSP VWRET
30-day T-bill (Monthly Risk-Free Rate) CRSP NOT INFORMED




Table A2: Macroeconomic state variables

This table presents estimated coefficients for various regressions with equity to assets as the inde-
pendent variable. The regressions mimic those in Table [3] to [f] except that the tier 1 ratio has been
replaced with the regulatory CET1 ratio. This means that the data sample only starts in 2014 when
the ratio starts to be listed in the financial statement. The regressions are calculated with cluster
robust standard errors over bank and month. The regressions are with bank and month fixed effects.

(1) (2) (3)
Variables rtotal re rd
Tierl ratio —0.803* —4.161*** —1.13**
(0.448) (1.599) (0.541)
Tier2 ratio 1.9%** -1.623 2.375%**
(0.608) (1.927) (0.703)
Deposit to assets —1.047*** 0.906 —0.774***
(0.201) (0.686) (0.247)
Gov. sup. dummyl —0.201*** 0.016 0.059
(0.052) (0.156) (0.049)
Macro dp 0.047 0.919*** 0.263***
(0.06) (0.189) (0.068)
Macro ep 0.045** 0.72%** 0.107***
(0.019) (0.098) (0.02)
Macro bm —1.946*** —3.235*** —2.608***
(0.184) (0.561) (0.2)
Macro ntis 2.027*** -1.355 2.124***
(0.46) (1.587) (0.494)
Macro tbl 66.088*** 49.325%** 68.301***
(1.136) (3.089) (1.265)
Macro tms 24.49*** 53.922%*** 21.872%**
(1.129) (3.185) (1.218)
Macro dfy 36.206*** 93.787*** 42.603***
(1.892) (7.707) (1.836)
Macro svar 4.188*** -4.744 5.459***
(0.66) (3.06) (0.705)
Observations 39264 42587 39264
R-squared 0.951 0.509 0.952
Bank FE y y y
Month FE n n n




Table A3: Capital Buffer Correlations

This table presents correlation estimates between various bank capital buffers. For each capital
requirement that the bank faces there is a capital requirement and a well-capitalized requirement.
The buffer is in each case calculated as the distance between the measure and the requirement. Both
measure and requirement are given as ratios. The distance for to the capital requirement is marked
with an R and the distance to the well-capitalized requirement is marked with an W. Total risk
capital is the sum of the tierl and tier2 capital.

(1)

2)

1.Leverage Buffer Well 1.0

2.Leverage Buffer 0.983
3.Total Risk Capital Buffer Well ~ -0.029
4.Total Risk Capital Buffer -0.029
5.CET1 Buffer Well 0.715
6.CET1 Buffer 0.718
7.Tierl ratio Buffer Well 0.561
8.Tierl ratio Buffer 0.551

1.0
-0.034
-0.034

0.708
0.715
0.572
0.572

1.0
0.999
0.018

0.02
-0.013
-0.011

1.0
0.018 1.0
0.02 0.996
-0.013  0.649
-0.011  0.645

1.0
0.653
0.656

1.0
0.992

1.0
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