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Objective

What kind of aging process and what conditioning factors the biology
literature recommends?
Which model is good for estimation and prediction of disability and
mortality probabilities and the effects of the sequential conditioning
covariates on them?
(1) a statistical multistate Cox regression model,
(2) a feedforward multilayer perceptron (MLP) type of neural network
model, or
(3) a long short memory (LSTM) recurrent neural network (RNN)
model?
Three models are formulated as finite-state stochastic processes, with
states as health states {normal health, diseased, disability,
death}—disability that qualifies for a public insurance program.
I describe the statistical multistate Cox regression model and the
recurrent neural network (RNN) model. I point out the limitations and
strength of each approach.
I use the HRS data and take time-varying conditioning covariates to be
demographics, education, biomarkers (such as BMI, CES-D, cognition)
and health related behaviors such as smoking, and moderately vigorous
exercising
I use R and SAS for Statistics and Keras and Tensorflow 2.0 and
Python for machine learning analysis.
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Literature

Biomedical Mechanism of Health Developments
Genetic: Barondes (1999); Khoury et al. (2009); Bookman et al. (2011)
Telomere: Hayflick (1965); Austad and Fischer (2016); Shalev and Belsky
(2016); Simons et al. (2016) Epigenetic: Esteller (2008); Hannum et al. (2013)
Programming and important milestones: Barker (1990); Barker (2007);
Gluckman et al. (2008); Thornburg et al. (2010); Kanherkar et al. (2014);
Simons et al. (2016)

Statistical models and estimation methods
Multistate statistical models: Aalen and Johansen (1978); Andersen, Borgan,
et al. (1993); Andersen and Perme (2008); Crowther and Lambert (2017);
Fleming (1978)

Machine Learning Models
MLP: universal function approximator, Hornik et al., 1989, applied to survival
analysis: Faraggi and Simon, 1995; Katzman et al., 2018; Lee et al., 2018;
Ranganath et al., 2016
LSTM-RNN:sequence-to-sequence map approximator, Graves et al., 2014;
Hammer, 2000; Siegelmann and Sontag, 1992 application single event type
Ren et al., 2019, and multi-events this paper.
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The Basic Model: the finite state stochastic
process

Assume that health outcomes over the life-cycle follow a
multi-state continuous time Markov process X(t), t ∈ T with
the finite state space S = {1, ..., 4}.
T = [51, 65] and unit of time is a year.
1 = Healthy or normal health,
2 = Diseased with one or more chronic diseases,
3 = Disability qualifying for the DI or SSI programs, and
4 = Death.
The transition probabilities of the stochastic process X (t)

Phj(s, t) = Prob(X(t) = j|X(s) = h), (1)

h, j ∈ S, s, t ∈ T, t ≥ s.
Denote the matrix of transition probabilities by

P (s, t) ≡ (Phj(s, t))h,j=1...p . (2)
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Path Diagram of health evolution over the
life-span
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Solving Transition Probabilities P(s, t)
non-parametrically

Repeated use of the Chapman-Kolmogorov equation on a subdivision
s = t0 < t1 < ... < tm = t :

P(s, t) = P(t0, t1) · P(t1, t2) · ... · P(tm−1, tm) =
m
∏
i=1

P(ti−1, ti) (3)

Define transition intensity a.k.a hazard rate by

λhj(t) = lim
∆t→0

Phj(t, t + ∆t)
∆t ≈

dhj
Ȳh

= λ̂hj(t). (4)

Integrated transition intensity function for transition h → j:

Λhj (t) =
∫ t

0
λhj (u) du ≈ ∑

thj≤t

dhj
Ȳh

= Λ̂hj(t). (5)

Product Integral result: The transition probabilities of a stochastic
process parameterized via an intensity process is given by the product
integral of the integrated hazard function.

P (s, t) =
t

R
s
(I + dΛ (u)) ≈

t

R
s

(
I + dΛ̂ (u)

)
. (6)
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Econometric Specification and Estimation

Parameterization of transition intensities, for h → j

λhj
(

t;Xh(t), βhj

)
= λhj,0(t) expβ′

hjXh(t) (7)

Likelihood function of the data
Yh,i (t) = 1 if i is in health state h, h = 1, 2 at time t.
T∗

h,i = completed duration in state h or censoring time
Nhj,i (t) = # of transitions of type h → j by i during [0, t].
Likelihood of the sample

L (θ) = ∏
i

∏
h=1,2

j=2,3,4
h ̸=j

(
∏
t

λhj,i
(
t|Xh,i

)△Nhj,i(t)
)
exp

(
−
∫ T∗

h,i
0

λhj,i
(
u|Xh,i

))
du (8)
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Definition of variables

White and Female: Definitions are standard.

College: Completed college or higher education (1) or not
(0).

cesd: Based on the score on the Center for Epidemiologic
Studies Depression (CESD) measure, capturing the level of
stress and depression.

cogtot: A measure of cognitive functioning based on the
aggregate scores on word recall, counting backwards, naming
tasks (e.g., date-naming), and vocabulary questions.

bmi: The standard body-mass-index (BMI).

behav_smoke: A binary variable taking value 1 if the
respondent ever smoked and 0 otherwise.

behav_vigex: This variable takes value 1 if the respondent
did vigorous exercises 3 or more times per week.
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Transition probabilities: without covariates
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Figure 2a: Transition probabilities from normal health state
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Figure 2b: Transition probabilities from diseased health state

duration 1 → 1 2 → 2 1 → 2 1 → 3 2 → 3 1 → 4 2 → 4
0 1.0000 1.0000 0.0000 0.0000 0.0000 0.0000 0.0000
1 0.8711 1.0000 0.1289 0.0000 0.0000 0.0000 0.0000
2 0.7543 0.9767 0.2367 0.0062 0.0127 0.0027 0.0106
3 0.6570 0.9430 0.3105 0.0201 0.0292 0.0123 0.0279
4 0.5786 0.9082 0.3651 0.0331 0.0477 0.0232 0.0441
5 0.5126 0.8730 0.4087 0.0446 0.0659 0.0341 0.0610
6 0.4761 0.8421 0.4212 0.0562 0.0792 0.0465 0.0787
7 0.4667 0.8229 0.4116 0.0681 0.0896 0.0536 0.0874

Source: The author. 10 / 27
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Estimates of Cox regression models separately
for each transition with health measures

1->2 1->3 1->4 2->3 2->4
cesd 0.5612∗∗∗ 1.9802∗∗∗ 0.1265 1.2950∗∗∗ 0.5467∗

(0.1095) (0.3460) (1.0202) (0.1587) (0.2461)
bmi 0.0423∗∗∗ −0.0051 0.0118 0.0250∗∗ −0.0213

(0.0055) (0.0313) (0.0499) (0.0088) (0.0168)
cogtot −0.0029 −0.0671∗∗ 0.0152 −0.0353∗∗∗ −0.0091

(0.0058) (0.0256) (0.0407) (0.0094) (0.0157)
behav_smoke 0.0454 0.2577 2.5107∗ 0.3814∗∗∗ 0.8173∗∗∗

(0.0508) (0.2228) (1.0166) (0.1078) (0.1777)
behav_vigex −0.1966∗∗ −0.9995∗∗∗ −1.1687∗ −0.6103∗∗∗ −1.1988∗∗∗

(0.0712) (0.2438) (0.4997) (0.1039) (0.1431)
White 0.0452 0.0982 −0.4942 −0.1172 −0.3252∗

(0.0685) (0.2823) (0.5103) (0.1080) (0.1576)
College −0.1112 −0.8871∗ −1.1140 −0.6839∗∗∗ −0.7443∗∗

(0.0648) (0.4167) (0.7564) (0.1937) (0.2571)
Female 0.0851 −0.2734 −0.6858 −0.0801 −0.2518

(0.0515) (0.2335) (0.4694) (0.1006) (0.1445)
AIC 23311.3089 1358.1202 318.1039 7268.4078 3268.0150
R2 0.0294 0.0252 0.0084 0.0366 0.0217
Max. R2 0.9993 0.3483 0.0961 0.7029 0.4349
Num. events 1500 95 23 446 207
Num. obs. 3239 3334 3262 6165 5926
Missings 344 361 390 691 929
PH test 0.0237 0.2294 0.0447 0.0001 0.1660
∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05
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MLP Architecture

ŷ = f(x;w) ≡ fLwL ◦ .... ◦ f1w1 (x). (9)
min

w
L(y, f(x,w)) + λC(w). (10)

Special Case: L = 2, x ∈ ℜ3, y ∈ ℜ2, # hidden layer neurons = 3.

ŷ = f(x;w) = σ2
(

z2
(

σ1
(

z1(x,w1)
)
,w2

))
≡ f2w2 ◦ f1w1 (x).

x1

x2

x3

a1
1

a1
2

a1
3

a1
4

a2
1

a2
2

w1
11

w1
12

w1
13

w2
11

w2
12

w2
13

w2
14

1: Hidden layer0: Input layer 2: Output layer

a1
1 = σ1(

z1
1︷ ︸︸ ︷

w1
11x1 + w1

12x2 + w1
13x3 + b1

1)

a2
1 = σ2(

z2
1︷ ︸︸ ︷

4
∑
j=1

w2
1ja1

j + b2
1) ≡ ŷ1

a2
2 = σ2(

z2
2︷ ︸︸ ︷

4
∑
j=1

w2
2ja1

j + b2
2) ≡ ŷ2

Loss: L(y1, y2; ŷ1, ŷ2); L = 2 is the last layer
12 / 27
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RNN Architecture

ht = σ1(W1 · xt + U · ht−1 + b1)

a1
t ≡ ht

a2
t = σ2(W2 · a1

t + bℓ)

ŷt ≡ a2
t (notational convenience)

xta0
t =

ht
≡ a1

t

a2
tŷt = = σ2(W2a1

t + b2)

(W1,b1)

(W2,b2)

h t
−

1

h−1
unfolded

= σ1(W1xt + Uh(−1 + b1)

x0a0
0 =

h0
≡ a1

0

= σ1(W1x0 + Uh−1 + b1)

U

a2
0ŷ0 = = σ2(W2a1

0 + b2)

(W1,b1)

(W2,b2)

x1a0
1 =

h1
≡ a1

1U
...

a2
1

(W1,b1)

(W2,b2)

ŷ1 = ...
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An LSTM memory cell at time-step t

ft = σ
(

Wf · xt + Uf · ht−1 + bf
)

ct = ft ∗ ct−1 + it ∗ c̄t

ht = ot ∗ tanh(ct)

σ σ tanh σ a1
t = ht

ft it c̄t ot

(W2,b2)

W̃f W̃i W̃c W̃o

× +

× ×

tanh

ct−1

Cell at t − 1

ht−1

Hidden at t − 1

xta0
t =

ct

Cell at t

ht

Hidden at t

a2
tŷt =

14 / 27
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Functional specifications of an LSTM memory
cell

Layer 1 (hidden recurrent layer):

ft = σ
(

Wf · xt + Uf · ht−1 + bf
)

it = σ
(
Wi · xt + Ui · ht−1 + bi)

ot = σ (Wo · xt + Uo · ht−1 + bo)

c̄t = tanh(Wc · xt + Uc · ht−1 + bc) (11)
ct = ft ∗ ct−1 + it ∗ c̄t

ht = ot ∗ tanh(ct)

a1
t ≡ ht

h−1, c−1 = user supplied initial activation levels
Layer 2 (Output): This is same as the RNN output layer.

a2
t = σ2(W2 · a1

t + bℓ)

ŷt ≡ a2
t (notational convenience) (12)
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Average predicted cumulative incidence rates of
disability and death in the test sample

up to time
Statistical multistate
model

Lee etal Deephit
model

LSTM-RNN model

Disability Death Disability Death Disability Death

0 0.00000 0.00000 0.00000 0.00000 0.00119 0.00028

1 0.00573 0.00000 0.03487 0.00001 0.01658 0.01725

2 0.01383 0.00000 0.05179 0.00396 0.03165 0.04515

3 0.02420 0.00250 0.12043 0.02575 0.04405 0.08047

4 0.03489 0.00666 0.24674 0.04990 0.05461 0.12219

5 0.04276 0.01136 0.27139 0.13317 0.06310 0.16697

6 0.04906 0.01379 0.28676 0.15479 0.07025 0.20781

7 0.05171 0.01705 0.49585 0.50415 0.07734 0.24754

c-index 0.476290706 0.74824416 0.755676489
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Mean and confidence intervals of predicted
probabilities on test data
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Figure 5: Transition probabilities (a) from normal health state and (b) from diseased health
state

30
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Conclusions

Judging from the c-index estimates on the test data, the widely
used Aalen-Johansen-Cox type statistical estimation method in
the multi-state framework performs much worse than the neural
network models in predicting the transition probabilities. It is
important to extend the linearity and proportionality assumption
for the statistical model.
The sequential LSTM-RNN model is more appropritate than the
feedforward MLP type neural networks. BUT the neural network
models have disadvantages of overfitting and being not readily
able to estimate the effects of covariates. Need more work along
this line.
From the parameter estimates of the statistical model, the paper
finds the most important factors to be — CES-D measuring level
of depression and stress, with positive(i.e. unfavorable) effects and
college education, with negative (favorable) effects on almost all
health transitions.
Other important factors: Smoking with significant adverse effect
and exercising regularly with favorable effects on most health
outcomes.
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The End
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