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Motivation
» OOP costs: Medical care expenses that aren’t reimbursed by

insurance.

» Fast rise in OOP

.
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Motivation

» High OOP increases financial burden.

» Various factors that cause high OOP costs have been
discovered by research.

e.g. Females spend considerably more than males (Cylus et al
2010)

» However, up until now, no one has considered studying the
above factors jointly or has ranked their importances.

» Our research goal is to fill this gap.
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Overview

» Self-designed voting ensemble learning procedure to detect
OOP costs level change.

» Research Question:
Who determines OOP costs in the United States? Which
factor is more important than the others when they are
considered jointly?

» Findings:
The selected top-ranking factors, in order of importance, are:
insurance type, age, asthma, family size, race, and number of
physician office visits.

The predictive models using these factors perform better.
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Structure of the research
» 2016-17 MEPS Data
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Structure of the research

» 2016-17 MEPS Data
18 - 64
2016 - 2017
39 predictors

» Correlation detection
strong dependencies, yield inconsistent and misleading variable
selection outputs
reduce collinearity
13 variables are removed

» Perform an ensemble learning for variable selection on the
dataset obtained from correlation detection process.
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Ensemble learning procedure

Data Base learner 2

Base learner 1

Base learner 3

Voting Ranking
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Ensemble learning procedure

Data

Step 1: Response variable transformation (p → log(p/(1−
p)))

Step 2: Variable selection (best subset, random forests,
LASSO)

Step 3: Variable votes ranking (forward stepwise, back-
ward stepwise, mean decrease in accuracy by random
forests, mean decrease in node purity by random forests)

Step 4: Model validation
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Results

∗ denotes the variable ranks among top five under the corresponding criterion.
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Results

» data-driven recommended variables all result in lower training
MSE and test MSE
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Future study

» examining how determinants influence OOP costs for
individuals who have more healthcare needs.

different age groups
people have chronic diseases
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Thank you!

Contact: chengcheng.zhang@cgu.edu
Publication version: https://doi.org/10.1007/s13755-021-00153-9
Source code: https://github.com/health-care-cost-data-
analysis/factor-ranking-and-selection
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