
FORECASTING AGRICULTURAL COMMODITY PRICES USING CNN-GRU NETWORKS WITH

LIKELIHOOD LOSS FUNCTIONS
Yang Song

ysong26@ncsu.edu

North Carolina State University

FORECASTING AGRICULTURAL COMMODITY PRICES USING CNN-GRU NETWORKS WITH

LIKELIHOOD LOSS FUNCTIONS
Yang Song

ysong26@ncsu.edu

North Carolina State University

Motivation

[2, 4] present the existence of autocorrelation and non-linear relationship among commodity price series.
This article uses a CNN-GRU network model with a likelihood loss to improve the forecasting accuracy
of agricultural commodities prices.

Model

Neural networks extract linear combinations of inputs as features and model the output as a nonlinear
function of these features[3]. To better extract and store the features, the proposed neural network has
the following three types of layers:

• Convolutional layers

• Gated Recurrent Unit (GRU) layers

• Fully Connected (Dense) layers

Fig. 1: CNN-GRU model

The architecture has three groups of layers, each designed for a specific task. The first group has a one-
dimensional convolutional layer and a pooling layer. This group layer is responsible for pattern recognition
and data smoothing. The second group has up to four GRU layers [1] whose primary task is to detect
periodic series. The last set of layers are fully connected layers and they seize the nonlinear relationships
between smoothed patterns and the output. Intuitively, this architecture dispatches multivariate time
series into different channels and identifies recurring patterns that can be helpful in forecasting future
returns. In addition, in [2], the likelihood loss reduces forecasting errors at the cost of a tolerable increase
in epochs.

Negative Log Likelihood as the Loss Function

One of the contributions of this paper is using a negative likelihood function [3] to improve the perfor-
mance of a CNN-GRU neural network. It is known that a Mean Squared Error loss function is equivalent
to a negative likelihood loss if we assume homoskedasticity,
or σ2t = σ2, for all t.
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Where ŷt = f (xt) is the output of neural network. If we estimate σ2t at each time step [5, 6], it can be
shown that the forecasting error is lower with slightly more computation.
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Model Training

Before making forecasts on the test set, a random grid search is performed on the parameter space by
the training set to select an optimal structure of the CNN-GRU network. The model incorporates the
incoming sample with historical model states, estimates the σ2t , fits the model in the current time step,
and outputs the forecast value.

Fig. 2: Training with the likelihood loss

• More epochs in training(≈ 1.8 times of MSE loss)

• Higher accuracy (≈5% lower RMSE)

• Oscillation in loss requires regularization (L1/L2/Dropout)

Methodology

This article evaluates model performance in an out-of-sample rolling window fashion. The training set
has 90% of the data, and the remaining 10% is the test set. The experiment compares the likelihood-
based CNN-GRU model’s forecasting accuracy against VAR, ARIMA, MLP, and MSE-based CNN-GRU.

Fig. 3: Wheat(ZW) returns forecast comparison between VAR and CNN-GRU

Results

This study utilizes agricultural commodity futures prices with auxiliary variables from 2014 to 2020.
Commodities include: Corn, Wheat, Cotton, and Soybean. The following table shows the RMSE of
each model on commodities.

Commodity/Model CNN-GRU (NLL) CNN-GRU (MSE) MLP VAR
Corn 0.8602 1.2019 1.2388 0.9266

Wheat 1.5619 1.5446 1.8764 1.6581
Cotton 1.4853 1.5326 1.8965 1.6401

Soybean 1.1282 1.1561 1.3646 1.2333

Concluding Remarks

• A likelihood loss function can improve forecasting accuracy for a CNN-GRU model

• To handle the oscillation in training, the model must use regularization techniques at the cost of
more training time

• The empirical result suggests that the proposed CNN-GRU model outperforms VAR, ARIMA, MLP,
and MSE-based CNN-GRU in forecasting corn, wheat, soybean, and cotton returns from 2014 to
2019 in out-of-sample rolling window tests
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